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User’s guide

The history of supercomputing in Stuttgart is fascinating. It is also 
complex. Relating it necessarily entails finding one’s own way and 
deciding meaningful turning points. Many accounts thus begin 
with an origin story whose impact is said to persist to the present 
day. Origin stories satisfy the desire for maximum simplification. 
The history of supercomputing in Stuttgart is so complex that it 
has given rise to two different origin stories.
One of these stories involves the appointment of aerospace engi-
neer John Argyris to the University of Stuttgart in 1959.1 Begin-
ning with Argyris means tracing contemporary simulation cul-
ture as far back as it will go. Argyris wished to apply numerical 
methods to problems of elasticity theory. For this purpose, he used 
a mainframe Ferranti computer evocatively named Pegasus to test 
different solutions. This origin story gives rise almost effortlessly 
to a narrative that portrays state-of-the-art computing in Stuttgart 
as an interplay of local advances in methods and deployment of 
the fastest, most powerful machines.

The other, no less mythical origin story of Stuttgart super-
computing is the “pivot to the future,” which Lothar Späth – 
minister president of Baden-Württemberg from 1978 to 1991 – 
hoped to usher in by purchasing a Cray-2.2 Installed in Stuttgart 
in 1986, this machine was the fastest computer in the world 
and the first of its kind in Europe. But the Stuttgart Cray-2 was 
also the product of an unprecedented procurement process that 
sidestepped the complex negotiations characteristic of funding 
agencies and relegated the state and federal governments’ coor-
dinating bodies to idle spectators. Späth is the referent for narra-
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tives in which a strong minister-president and a bold university 
rector are vested with decision-making power in supercomput-
ing matters.

Our study takes a history of technology approach to the 
story of supercomputing in “Stuttgart”, i.e. the university, its 
computing center, the academic and industrial region or the 
government of Baden-Württemberg. We focus on the prob-
lems to be solved and the solutions that have enabled Stuttgart 
to perform at the limit of computability for half a century. We 
take the position that origin stories are ill suited to recounting 
this history. Its course of development was too complex and 
punctuated by too many interruptions, crises, “reboots,” and 
surprises. We believe that supercomputing in Stuttgart was 
reinvented at frequent intervals to maintain its appeal as a ser-
vice to science and industry. The fundamental building blocks 
of this service included operations, user policy, financing, and 
science policy. These building blocks were continually shuffled 
and reshuffled at the computing center. A computing center 
itself is the product of the interplay of machines, networks, 
buildings, personnel, and users; of competition and coopera-
tion with other computing centers; of the interests of the sci-
ences; and of the shaping power of funding agencies, univer-
sity administrations, and industry.

How did the vicissitudes of science policy influence super-
computing in Stuttgart? How did the switch from vector to mul-
tiprocessor systems change Stuttgart’s simulation culture? Which 
sciences influenced the development of supercomputing? What 
role did industry play in Stuttgart? How were users introduced to 
supercomputers, made familiar with them, and simultaneously 
tutored in their use? These are the questions we wish to address. 
In so doing, we want to highlight problems occasioned by con-
flicts between local operations and trends in science policy that 
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Fig. 1: The work of reconfiguration: rarely seen, but essential.

affected supercomputing in Germany and elsewhere in Europe, 
and to show how those problems were solved.

We have divided our history of supercomputing in Stutt-
gart since the 1970s into four sections. In each section, we have 
identified specific organizational, scientific, and technological 
strategies that brought computers, personnel and programs, 
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buildings, networks, and users, as well as the institutional and 
political framework, into a new relationship. As elsewhere, the 
history of supercomputing in Stuttgart constitutes a series of 
configurations.3

In the first configuration, much of the discussion centered on 
the highly controversial centrality of the service. In 1972, the Uni-
versity of Stuttgart Computing Center became the Regional Com-
puting Center of the University of Stuttgart (RUS). The fastest ma-
chine on-site was a CD 6600 made by Control Data. The mission 
of RUS was to supply the regional universities with computing ca-
pacity. To this end, RUS lobbied the Deutsche Forschungsgemein-
schaft (DFG), Germany’s national research foundation, to extend 
its building and computing capacity. Nevertheless, in 1983, more 
by accident than by design, a Cray-1 – an aging supercomputer 
from the 1970s – was installed at the computing center.

The second configuration emphasized local supercomputing 
performance. In 1986, the first Cray-2 on the European continent 
landed in Stuttgart, with great fanfare and through political force 
of will. It was a spectacular acquisition. Yet the computer was 
difficult to operate, and procuring a replacement turned into a 
project lasting several years. Supercomputing was increasingly 
about performance, testifying to West Germany’s global compet-
itiveness. Stuttgart’s procurement problems remained unsolved 
until 1996, when the High Performance Computing Center of the 
University of Stuttgart (HLRS) was founded and commissioned 
to provide peak computing capacity for the entire federal repub-
lic. The HLRS was financed by a public-private partnership that 
also involved the regional energy and automotive industries. The 
HLRS was organized as a service center responsible for distribut-
ing computing capacity.

The third configuration depended very strongly on the com-
bination of heterogeneous computer architectures. By the end of 
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the 1990s, the HLRS was not only coupling vector computers to 
massively parallel computers: it was even planning to offer meta-
computing to the entire world. At any rate, establishing connec-
tions between institutions and local operations opened the way 
to the integration of German supercomputing into a national 
research network (D-GRID), though it would take a considerable 
amount of cooperation, conceptualizing, and committee work.

Much of the work in the fourth configuration focused on su-
percomputing users. Training programs were attracting more us-
ers than ever to the center, and service-level agreements defined 
a new relationship between users and the center. In 2006, the 
HLRS moved to a permanent address in the new building at No-
belstrasse 19 on the Vaihingen campus. Owing to its expertise in 
virtual reality simulation, the HLRS became a cornerstone of the 
University of Stuttgart’s structural realignment. At the same time, 
the university was striving to shift the spiral of innovation and in-
vestment in high-performance computing to the European level.
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The centrality issue (1972–1987)

Gaining dominance

Computing centers must go to great lengths to secure their claim 
to supremacy. That is why university documents are given over to 
so much discussion whenever a computing center has been newly 
established (or expanded, relocated, or otherwise organized). His-
torically, this has been as true for the “data factory” type of com-
puting center as for centers specializing in peak- performance 
or “high-performance computing.” None of these facilities could 
count on their “centrality” being guaranteed over the long term, 
and all of them had to contend with a heterogeneous environ-
ment.

By the early 1970s, the University of Stuttgart had established 
a fair degree of centrality. At the time, computers in various insti-
tutes were being dismantled and replaced by one large computer 
at a central location. This move was accompanied by adaptations 
and a certain amount of replanning. Established locations were 
downgraded to outposts with a fixed expiry date. Core pieces of 
new equipment were given a prominent address. Personnel were 
redeployed. Existing connections were severed, workarounds in-
troduced, and shortcuts proposed. In addition, the organizational 
chart was redesigned, and responsibilities were redefined.

Such is the genesis of a computing center. The same pattern of 
actions has been repeated time and again, sometimes with a view 
to the future, sometimes in retrospect. For example, a 1971 Uni-
versity of Stuttgart report on the use of computer systems states 
that in 1958 the Technische Hochschule had already purchased the 
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first German digital computer, a ZUSE Z22, and simultaneously 
“founded the university’s own computing center.” 4 In 1968, the re-
alization “that running one large machine is more economical than 
several small ones working together” led to the founding of the “Re-
gional Computing Center,” where “a CD 6600 was operated jointly 
with Control Data [Corporation, CDC].” 5 The center had apparently 
been founded quite some time ago and been active for a long while.

In recapping events and computing centers of the past, the 
university’s 1971 report was presumably anticipating further cen-
tralization and creation. Indeed, the next year’s annual report states 
that 1972 was “a year of organizational new beginnings” for the 
university’s computing center: “The former University Computing 
Center and the Regional Computing Center were merged … to form 
the Computing Center of the University of Stuttgart (RUS).” 6

The 1972 merger did not introduce a simplification. Rather, 
it involved strategic separations, such as into two departments. 
Department A was now located in the city center, and Depart-
ment B in Stuttgart-Vaihingen. At the same time, the university 
parted company with CDC as co-user of the CD 6600. New staff 
were hired to manage the freed-up capacity, and terminals were 
installed in the engineering institutes to make use of the new 
capacity. Users were separated from the machine and placed in 
front of IT terminals, sometimes right in the city at a very central 
location.

The growing demand for computing capacity in the two 
subcenters soon made further expansion of RUS necessary. The 
expansion was carried out in the “natural sciences center” in 
Stuttgart-Vaihingen, where the computing center had moved 
into rooms. By 1975, the organizational, “historically contingent 
division” of the computing center had already been superseded. 
Department B in the Stuttgart suburb of Vaihingen assumed 
sole control. In this expansion process, the CD 6600 was moved 
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from the space in the Institute of Statics and Dynamics of Aero-
space Structures to new space in the computing center. There it 
was hooked up to a brand-new CYBER 174, which was also man-
ufactured by CDC. This move was “long overdue” in view of the 
“catastrophic undersupply of computing capacity at the Univer-
sity of Stuttgart,” according to the rector’s report.Finally, “inter-
active terminal operation” and thus “dialog traffic in remote data 
processing” could be introduced. The report referred almost eu-
phorically to a “user-friendly variant to the conventional mode 
of batch processing,” which “should lead to considerable time 
savings, especially in the development and testing of programs.” 
Further expansion of the machine fleet by way of an additional 
CYBER 175 was included in the planning and requested from the 
DFG in 1977.7

Planning crisis and a flood of proposals

The center remained in flux and gained in operational impor-
tance. As machines became faster, the programs and users more 
numerous, expansion seemed only a matter of time. But these 
expectations would prove a disappointment. The late 1970s bore 
witness to another full-blown computing center crisis, and not 
only in Stuttgart.

Initially, expectations seemed to be dampened only by the 
construction schedule. “With the cancellation of the new com-
puting center building, which was reaffirmed again this year, the 
provisional accommodation of the computing center in space 
not intended for this purpose is becoming a permanent disaster,” 
reported the computing center urgently.8 But the DFG reviewers 
tasked with assessing the carefully prepared proposal from Stutt-
gart to finance a CYBER 175 also signaled reservations about the 
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expansion plans. The reviewers appear not even to have been 
convinced of the need to increase capacity.

In October 1977 a rather dismayed delegation from Stuttgart 
traveled to Aachen to see the DFG’s chief reviewer to be briefed 
about “particularly thin” sections of their proposal.The reviewer’s 
widely known enthusiasm for CDC did not alter the fact that he – 
like the other reviewers – doubted the evidence of need. More-
over, the “reasoning behind the selection of the CYBER 175” was 
unconvincing. Stuttgart would have to present alternatives. For 
the mainframe computer, a non-CDC variant along with a solu-
tion involving “distributed processing by means of medium- sized 
computers” should also be considered.9

This suggestion called into question the close link between 
the center’s development and expansion of the existing com-
puter system. Suddenly, sticking to expansion plans based on 
a hardware concept that relied on long-term continuity had be-
come risky.10 Stuttgart therefore supplied the DFG with graph 
after graph showing the development of demand and capacity 
use. But the choice of manufacturer was non-negotiable, because 
any change would have torpedoed the very essence of the expan-
sion concept. The DFG stuck to its guns and in 1978 definitively 
rejected procurement of a CDC CYBER 175, which would have 
relieved pressure on the CD 6600.11 In retrospect, not much re-
mained of the “noble objectives” of “future IT planning,” noted 
RUS director Karl-Gottfried Reinsch.12

No one knew better than Reinsch what that meant for the 
computing center. In the end, the required capacity was pro-
cured – not, however, according to the plans and goals of the 
computing center but rather “according to the user’s own goals,” 
as Reinsch tersely put it. Users covered their computing time re-
quirements simply “by procuring small computers as part of their 
research projects,” a practice that increased markedly from 1978.13 
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As a result, costs for maintenance shot up, and overcapacity at the 
institutes swelled. Worse, any attempt at central planning was 
time wasted.14 Invoking the “concentration of computing capacity 
and expertise” in computing centers and praising the “organiza-
tional form” embodied by “large computing centers” as an “eco-
nomical IT concept” was of little use. “Small is beautiful” was the 
order of the day and readily financed; any reference to the econo-
mies of scale of centralized provision of computing capacity was, 
consequently, obsolete.15 Even inveterate insiders like the editor 
of Rechenzentrum magazine gloomily pronounced the imminent 
“death of the computing center.” Given the “link between small 
computers and distributed processing,” it would behoove the 
management of computing centers to “think hard about a new 
self-image.” 16

Attempted resuscitation

As director, Reinsch was unstinting in his efforts to wring fund-
ing from the federal government and the state to replace or re-
lieve the old mainframe machine and to breathe new life into the 
computing center. Proposals were bulked up or, conversely, split 
into two parts. Subject matter was changed. And the information 
requested was supplemented with additional rationales, tables, 
drawings, reports and expert opinions.17 Suppliers such as IBM 
and CDC were asked for comparable information about their ma-
chines. A benchmark report was ordered from the Max Planck In-
stitute for Plasma Physics in Garching on the Cray-1 in operation 
there.18

Conceptual work was also proceeding apace, as evidenced by 
a 1979 document on supplying the University of Stuttgart with 
distributed computing capacity.19 To be able to operate RUS as a 
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central facility “in the age of distributed processing,” it would 
have to abandon its previous role as a data factory and instead 
provide new services far beyond existing user groups at the insti-
tutes.20 The question was what a university computing center of 
the future could do aside from efficiently running its users’ pro-
grams through a powerful machine and delivering the results as 
quickly as possible. For Reinsch it was clear in any event that the 
variety of new and forward-looking areas of application would 
also determine the demand for additional computing capacity. 
“Deciding to work in new, future-proof, competitive areas in en-
ergy research, aerospace, medical imaging, chemistry, etc., will 
automatically generate demand for supercomputing capacity,” 
wrote Reinsch in a commentary on aspects of information pro-
cessing in Baden-Württemberg. The title – “What does it mean to 
operate a supercomputer, and to what end?” – was borrowed from 
Schiller. Replacing “universal history” with “supercomputer” had 
obviously been done for fun; replacing “study” by “operate” was 
shrewd. For operation implied procurement, and procurement 
was based on need.21

There were essentially three ways out of the crisis, three fields 
of action in which new functions and computing center tasks 
could be developed. First, the computing center of the future was 
uniquely positioned to assure stable connectivity between all 
kinds of computers at the university.22 Second, it was also think-
able to seek major customers and investors outside the university. 
And third, an exclusive offer could be made for rarely needed peak 
performance at the limit of computability.

As the rector’s annual reports for 1978–1980 show, the quest 
for a new role for RUS entailed a steep learning curve and con-
sequently was not exactly what the university administration 
had in mind in ordering a change of strategy. The computing 
center continued to complain loudly to the administration about 
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its capacity constraints and blamed the DFG for its current trou-
bles. Reinsch likely hoped to be able to get the attention of the 
state ministry for science and arts indirectly. However, as he was 
himself a member of the computer user committee in the vice- 
rectorate for research, it can be assumed that, ultimately, he had 
to hear and shelve his own petition.23 In the midst of palpable an-
ger over the intransigence of the federal research funding bodies 
and the many rejected proposals, Stuttgart began to argue that 
RUS’s future computing capacity would be of benefit to the state 
of Baden-Württemberg. Indeed, the installation of a “scientific su-
percomputer” was all the more urgent for the state now that the 
Stuttgart proposals had been rejected.

Was that a threat? – throwing our careful planning overboard 
will come at great cost – or did it indicate a change in strategy? 
The answer is probably both, as well as stubborn adherence to the 
model of the computing center as a data factory with a capacity 
problem. That is to say, the “urgent” procurement of a supercom-
puter was directly linked to the lack of mainframe capacity: “Tests 
have shown about 50 percent of our mainframe capacity could 
be advantageously transferred to this supercomputer.” 24 In other 
words, Stuttgart was prepared to purchase a supercomputer to 
take the pressure off the mainframe machine.

That was easier said than done. It wasn’t until March 1980 
that a proposal for a scientific supercomputer for the state of 
Baden-Württemberg finally heralded the end of mainframe cul-
ture, at least rhetorically. This shift was evident in the promi-
nently placed reference to the “consensus on funding policy” as 
stated in the DFG’s 1979 recommendations on the procurement of 
data processing equipment for universities. In Stuttgart, the DFG 
recommendations were read and cited as a decision to continue 
to “address those classes of scientific problems that cannot be 
processed using conventional general-purpose computers or can 
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only be processed uneconomically.” Consequently, mainframe 
computers should no longer be upgraded or replaced. Rather, ac-
cording to a quotation from the DFG’s recommendations in the 
new proposal, boldfaced for emphasis, special computers should 
be installed in “regional computing centers.”

Because Stuttgart had long been a “regional computing 
center,” 25 all that was actually needed was a “special computer” 
to fulfill the DFG’s recommendations. If required, specific offers 
could be produced (for example, from Cray, CDC, and Burroughs). 
“In view of the country’s still open procedural approach,” how-
ever, no detailed analysis of bids would yet be made. The awk-
wardly phrased “open procedural approach” spoke volumes.No 
one was eager to give the impression that, once again, everything 
had already been predetermined and finalized in Stuttgart. Ac-
cordingly, details of hardware and software, and of administrative 
guidelines, would be left to “higher-level committees.” 26

Unfortunately, the DFG’s “consensus on funding policy” also 
affected the regional program, with immediate implications for 
Stuttgart. The program ended in 1981. Thereafter, the DFG almost 
completely ceased to fund computer installations for research 
projects, since the purpose of computing was now considered to 
be “ensuring capacity.” In the future, federal funds for large com-
puter installations would only be available through the Univer-
sity Construction Act (HBFG).27 Consequently, the University of 
Stuttgart sought to acquire a computing center building with a 
cutting-edge vector computer through this source of funding.

The fact that the University of Karlsruhe still submitted its 
proposal to procure a vector computer under the federal data pro-
cessing program posed no problem for Stuttgart.28 As a neighbor-
ing university, Karlsruhe was naturally a competitor. But the HBFG 
approach Stuttgart was following in the meantime had its own ad-
vantages and seemed to alleviate the pressure. The simultaneous 
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southern German grab for one nearly empty and one half-full fed-
eral funding pot would not in principle have come as a surprise to 
anyone in Bonn. In the late phase of West Germany’s cooperative 
science policy, it was calmly and quietly noted that a state-specific 
need for coordination was becoming manifest via the federal capi-
tal. Both proposals were duly assessed by the DFG and rejected. The 
message was clear: prior to making any purchases whatsoever, the 
state was going to have to discuss actual need.

The Baden-Württemberg rector’s conference thus was com-
pelled to set up a working group to keep the conflict over scarce 
resources at a controllable level and to work out a defensible con-
sensus to be resubmitted “to the federal government.” 29

Building consensus consumes time and effort. The chairmen 
of all the senate committees tasked with overseeing computing 
centers in Baden-Württemberg’s universities, and all the direc-
tors who ran those computing centers, had to sit down together 
and make “recommendations for the selection of a vector com-
puter, operating modalities, and, of course, the location.” 30

The recommendations developed gave equal coverage to all 
three ways out of the computing center crisis – expanding the cus-
tomer base, dealing with communication technology problems, 
and focusing on computer operations. Karlsruhe and Stuttgart 
would each have to reduce their proposals for a vector computer 
to half of the procurement cost. Both universities compensated 
for the resulting financing gap by expanding their customer base 
for vector computers, including customers outside the univer-
sity. Industry contributed to the capital expenditure costs, the 
universities ensured the operation, and the computing centers 
established the necessary connections, including to the proposed 
specialist computers.31

Thus did RUS emancipate itself from mainframe computing 
after many years. Despite the curtailing of federal government 
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subsidies, Stuttgart managed to squeeze into the exclusive club of 
supercomputer owners through the acquisition of a vector com-
puter, which, being a discontinued model, was purchased at a sub-
stantial discount from Cray.32

Shaping policy and organizational structure

In fall 1983, the Cray-1 was installed in the space of the universi-
ty’s old central kitchen in Vaihingen.33 For theoretical chemistry, 
whose slogan was “Don’t cook, compute!”, the address was cer-
tainly appropriate. But the machine also stoked the confidence of 
science policymakers in Baden-Württemberg. In June 1985, dur-
ing a trip to the United States he undertook together with the rec-
tor of the University of Stuttgart, Minister-President Lothar Späth 
casually ordered in Minneapolis a Cray-2 – without a university 
discount, a loan from the state, or prior proof of performance. 
The financing could be sorted out later. In this way, Stuttgart se-
cured the Europe’s first Cray-2, the best of the best, a computer 
that would, naturally, be able to calculate much faster and that was 
possessed of an especially large memory.

Even before this magnificent machine was delivered and put 
into operation, it changed the realm of expectations at RUS. The 
computing center had begun to free itself from the federal gov-
ernment’s coordination framework and to adopt a new modus 
operandi. Instead of relying on the skillful implementation and 
combining of existing plans, or considering the coordination ef-
forts of the federal and state governments as a precondition for 
its own actions, Stuttgart began working on the agenda. Späth 
wrote of a “pivot to the future,” stressed the malleability of cir-
cumstances, and pursued an innovative mix of science and eco-
nomic policy.34
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In view of the new machine’s performance class, and the new 
competitive trend in policy, the university wished to consider a 
few ticklish questions pending delivery of the Cray-2.35 In the pro-
cess, a new openness became apparent. Here, too, circumstances 
were discussed in terms of their malleability. An expert seminar 
on the applications, financing, and organization of supercomput-
ing clarified the “sometimes widely divergent points of view” of 
the experts and confirmed “the necessity of addressing the sub-
ject.” Administrators and financial experts had to learn to appre-
ciate what supercomputers were for and to “come up with new 
ways of financing and organizing procurement and ‘distribution’ 
by dint of their own conviction and imagination,” wrote Jürgen 
Blum, chancellor of the University of Stuttgart, in the foreword to 
a report on the seminar.36 The seminar program traced an elegant 
arc. The first three speakers were from RUS, Forschungszentrum 
Jülich, and Adam Opel AG in Rüsselsheim. Additional contribu-
tions were heard from the Konrad Zuse Center in Berlin, the In-
stitute for Business Administration in Erlangen, and finally (and 
in detail) once again from Blum. The organizers thus succeeded in 
covering a broad swath of current issues. Those who experienced 
the seminar also had a good grasp of what running a high-perfor-
mance computing center entailed.

Roland Rühle, RUS’s new scientific director, kicked off the 
event, assuring the participants that there were indeed many con-
ceivable applications for a vector computer at the university. These 
applications were also “extremely diverse,” he said, because they 
comprised anything related to problems of high dimensionality, 
complexity, ill-conditioning, and nonlinearity – from nonlinear 
structure-mechanics analysis, fluid mechanics, reaction kinetics, 
nuclear technology, and plasma physics to molecular structures 
and binding energies. However, efficient numerical methods 
would first need to be developed; and that meant integrating soft-
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ware from different computers with different operating systems 
and compilers. Also on Rühle’s wish list were consistent user in-
terfaces, a database system, suitable graphics equipment, a pow-
erful computer network, and well-trained users. That was because 
operating a supercomputer required “synthesis of knowledge 
from the fields of applications, computer science, numerics, and 
computers.” 37

Following Rühle’s overview, Rolf Theenhaus of the Jülich Nu-
clear Research Facility (KFA) discussed supercomputing at large-
scale research centers. In Jülich, he said, it was no longer neces-
sary to explain the reasons for operating a vector computer. In this 
case, the experimental facility and the computing infrastructure 
were already well coordinated. Consequently, he had the luxury 
of describing his institute’s excellent situation. He began by em-
phasizing the importance of the thirteen large-scale research 
centers in Germany in general. He then described the Jülich KFA 
in particular. Finally, he provided a detailed explanation of how 
vector computers had replaced the sequential architecture of John 
von Neumann’s universal computers. No sooner had Theenhaus 
embarked on vector computer applications in Jülich, however, 
than the dreaded occurred: in discussing his first example, the 
Czochralski method of growing crystals, he lost his audience. 
His second example, “surface phenomena,” may have roused the 
seminar attendees, but only up until he reached the following 
complex phrase: “The density-functional formalism (Hohen-
berg, Kohn, Sham) provides a suitable method for calculating the 
ground-state energy of such a system, thereby simplifying the 
original many-particle Schrödinger equation to a one-particle 
Schrödinger equation, for which a self-consistent potential must 
be determined by solving the Poisson equation.” 38

Werner Martin, director of engineering and manufacturing 
systems planning at Electronic Data Systems Europe, spoke next. 
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Contrary to expectations, he said, a supercomputer could also play 
an important role in the real world, for example, in designing cars 
at Adam Opel AG. Creating everyday industrial products relied on 
computer-aided logistics and processes. At the same time, devel-
oping a car for the mass market required highly computationally 
intensive flow calculations and simulations, for example, in crash 
tests. Opel had to solve both conventional computational prob-
lems and tasks requiring supercomputing, and to that end em-
ployed two different types of machines that interacted with each 
other. For RUS, the situation was a familiar one, as the Cray-1 had 
been connected to front-end computers and the old CD 6600 – 
dared one say it? – was still running. Opel relied on a mix of equip-
ment because the tasks to be solved in the automotive industry 
were especially heterogeneous. In this way, Martin succeeded in 
addressing not only the audience from RUS and the university 
administration but also the next two speakers, who dealt with 
questions of organizing and financing the Konrad Zuse Center for 
Information Technology Berlin (Peter E. Schuhe) and with distrib-
uting the investment and operating costs of supercomputers in 
the context of cooperation between industry, large research insti-
tutions, and universities (Wolfgang Männel).39

The contribution from business would have been particularly 
gratifying to Blum as chancellor. Männel explained that the acquisi-
tion of supercomputers for the university would ensure extremely 
efficient, large-scale processing. In principle, this should result in a 
very favorable “cost–performance ratio,” because “[the computers’] 
capacity is such that it leads to significant cost degression.” In view 
of the high fixed costs, however, this advantage would only be real-
ized if the university operating a supercomputer cooperated with 
other universities or with large research centers, thereby creating 
conditions for “the user group as a whole to properly exploit the 
considerable computing capacity.” This was patently obvious, but it 
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forced a rethink on Stuttgart’s part: first, it would be necessary to 
get used to the idea that in future, RUS would have to deal with the 
problem of overcapacity rather than of capacity bottlenecks; and 
second, “cooperation among users,” according to Männel, “inevita-
bly implied the question of how costs are to be allocated.” Moreover, 
distributing costs would in turn make cost transparency necessary. 
“The exact definition, differentiation, tracking, and documentation 
of all costs incurred by the provision and use of supercomputers is 
by no means a trivial problem,” said Männel, who proceeded to de-
tail evidence for his claim. Probably to the surprise of those present, 
what ensued was no mere rote exercise but rather a knowledgeable 
discussion of the advantages and disadvantages of different forms 
of billing. Should the transfer price be calculated using full-cost or 
marginal cost accounting? Could scarcity pricing also be used as a 
guide, or was there something akin to a market price? The answers 
to these questions had economic consequences, but ultimately 
could only be decided by clarifying the desired research, capacity, 
and cooperation policies.

Männel thus passed the ball back to the university adminis-
tration, in the form of Blum, who gave the last talk. As a lawyer, 
and soon-to-be doctor of administrative sciences, Blum was in-
terested in fundamental questions of university governance. The 
computing center was a particularly exciting example because 
the sheer size of the capital expenditure involved was a challenge 
for conventional line-item budgeting. How could an investment 
of 80 million marks, involving state and private parties, be fitted 
into a university budget that was based on annual allocation of 
funds and monitoring of current expenditures? Moreover, how 
was this investment to be legitimized when it was made ahead 
of demand, that is, when computing capacity had to be pitched to 
and placed with a very heterogeneous user community? Blum ex-
pected a self-regulating incentive and control system, and he saw 
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the need for user targeting – which might jeopardize the decision- 
making power of the center. Nevertheless, he said, now was the 
time to dare venturing “to the edge of legality” in choosing an 
organizational model. Policymakers, Blum stressed, were urging 
competition. Efficient organizational models would certainly be 
rewarded, whereas weak ones would be scuttled. Would conven-
tional business models be suited to reconciling “autonomous use 
of resources” and protracted capital investment processes?

For now, these were just hypothetical questions. But they 
indicated a shift in the strategic focus of RUS and the university 
administration. Going forward, they did not wish to have to align 
everything according to the rules of the DFG, the state, and the 
federal government, nor did they wish to continue submitting 
proposals in the face of conflicting priorities. If new rules were 
needed, they wanted to help shape the local implementation. 
Finally, the importance of university computing centers had 
changed in the meanwhile, even in terms of their centrality. “The 
installation of mainframe computers and supercomputers in a 
central university computing center,” said Blum, “does not im-
ply the centralization of data processing capacities. In addition 
to centrally operated mainframe and supercomputers, there are 
an increasing number of decentralized powerful computers in 
research institutes that are networked with each other and with 
the computers in the computing center and which, thus, also have 
access to national and international computing networks.” 40

A diversity of machines

Making proper use of supercomputers requires drastically free-
ing up their resources.41 The purpose of a Cray-2 is “solely to utilize 
computing power,” stated RUS in a brochure about the new su-
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percomputer. “All other services, such as file servers with archiv-
ing, dialog servers, graphics servers, print servers, and network 
servers must be provided by front-end computers.” 42 That meant 
that, in Stuttgart, the Cray-2 would have to interact with a consid-
erable number of other machines in the computing center itself 
as well as in the research institutes associated with the university. 
The fact that computing centers operated a diverse collection of 
machines was not unusual, and not particularly worth mention-
ing. In describing themselves, computing centers typically high-
lighted brand-new machines or very powerful ones. Equipment 
that had already been in operation for a long time, or that merely 
prepared input and evaluated output, was simply expected to per-
form the designated service without any special distinction. What 
was special about RUS, which installed the Cray-2 in autumn 1986, 
was not the diversity of the existing machines. What was new was 
that this mix became part of the public identity of RUS.

Despite its neat rendering, a graphic depiction of RUS’s 
machine fleet from 1986 was still fairly confusing (Fig. 2). The 
many boxes labeled with computer names and types could 
barely be deciphered without accompanying text. Not because 
the designation “IMB 3083 J16” was meaningful at best only to 
specialists. Rather, the difficulties of representation and inter-
pretation had to do with the fact that individual machines could 
not be assigned a single function: “In Stuttgart, a CYBER 835, an 
IBM 3083, and a VAX 11/780 are currently being used as front-
end computers.” At the time, a front-end computer performed 
several functions. Moreover, although one could rightfully say 
that the “dialogue and file server functions are being largely 
shifted to the IBM” and “the network server functions are be-
ing taken over by the VAX,” there were three VAX units. In ad-
dition, there were two MicroVAX computers and no fewer than 
five other VAX’s located at the research institutes, whereas the 
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Fig. 2: Type and disposition of machines in the computing center, 

1986.

much older PDP 11’s were apparently closely coupled to the very 
modern graphics computer.43

The schematic simultaneously served as map, agenda, in-
ventory, and concept. It could be interpreted as an overview, a 
functional diagram, a historical reference, and a horizon of expec-
tations, with descriptive textual accompaniment.44 Assigning sev-
eral functions to a front-end computer had already proven worth-
while with the Cray-1. Consequently, the brochure noted with 
respect to the functional diversity of the machines that with the 
“exception of some components,” the same visual convention was 
“to be retained for the CRAY-2 as well.” Computers that were soon 
to be replaced were missing from the schematic, whereas others, 
which had not yet been installed, were included. For example, the 
horseshoe at the top of the schematic was already labeled Cray-2, 
although the graphically absent Cray-1 would continue to run for 
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many months. The Cray-2 had yet to deliver on the promise of its 
purchase.

The graphical tidiness of the schematic as well as its func-
tional and organizational compression – also reflected in the stag-
gered arrangement of the workstations and terminals – created 
space to associate machine diversity with an impressive network 
diversity. “Embedding a supercomputer in a computer network is 
of paramount importance.” And, indeed, the brochure listed vir-
tually all of the network protocols and cables known around the 
mid-1980s. These were the prerequisite for “simulation and in-
teractive applications at the workplace.” The entire arrangement 
worked very well at the Vaihingen campus thanks to the “fiber- 
optic ETHERNET” connection “with the VAX from CRAY.” The VAX 
computers and DECnet were linked to the terminals and graphic 
workstations and connected them with all the other workstations 
and “the CRAY.” Exactly which Cray was not specified, and the text 
segued quickly on to general plans for the future: adding simpler 
workstations and PCs to the network.

Nonetheless, the brochure called access to the supercomputer 
“from outside the campus” problematic. There was a wide range 
of options – switched lines, dedicated lines, the IBM research net-
work EARN and the German Research Network via Datex-P. But 
these networks all delivered substandard performance and rep-
resented expensive emergency solutions. As a rule, connection to 
the supercomputer from outside did not work as well as on the 
RUS-served campus in Stuttgart-Vaihingen. RUS was quick to del-
egate this task to an ISDN pilot project run by the federal post of-
fice (Bundespost) in Stuttgart, which began in 1986 and which the 
university also wanted to employ to test “its computer– computer 
connections, in particular between workstation computers and 
the CRAY.” The state government of Baden-Württemberg, in co-
operation with the Bundespost, intended to “make fiber-optic 
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connections available primarily for industry and research,” as was 
already possible in the Vaihingen university area.

The project enabled RUS to demonstrate its competence in 
dealing with a variety of apparatus and procedures. The computer 
landscape was depicted not as a confusing cabinet of curiosities 
and a product of historical accident but as a powerful tool for deal-
ing with complex capacity issues. This tool assured the supercom-
puter’s performance by means of an arsenal of front-end comput-
ers, data servers, and special computers for displaying results and 
provided innumerable interfaces to connect the center’s own and 
external computers “with the Cray.”

The diversity of machines and networks in turn enabled a 
heterogeneous user community to deal with a wide range of very 
different applications. RUS was no longer just a locus of central-
ized resources with homogeneous operating rules. It was a ma-
chine and application cluster that counted on the heterogeneity of 
its resources. It built bridges between these resources and adapted 
to the thematic and disciplinary variety of its users’ tasks (Fig. 3). 
What made RUS a center was that it was able to achieve this in-
tegrative capacity through the diversity of its machines and net-
works.45

Shielding users from complexity

The organizational shape shifting, the array of operating options, 
and the highly networked technical heterogeneity of a “comput-
ing center with a supercomputer” could be tamed by “imagina-
tively” venturing “to the edge of legality” (as Blum put it) or by 
embracing resource diversity (according to Reinsch and Rühle). 
From the vantage of the operators, many of RUS’s problems 
around 1985 were issues that could in principle be solved. In the 
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Fig. 3: The integrative capacity of RUS, 1987: many protocols, distinct 

locations, powerful computers.
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computing center, for example, the operators knew the meaning 
of cooperative distribution of computing capacity and sustainable 
payment terms.

For users, however, getting a grip on the complexity of the 
computer and connection clusters was more difficult. The com-
puting center had to try to make the differences between pro-
grams, data, networks, computers, tasks, evaluations, and disci-
plines disappear so as to shield users from the heterogeneity of 
the actual computing center, which only got in the way. For a user, 
the technological divide between an IBM computer and a vector 
computer from Cray was better breached if it could be ignored or 
not seen at all.

If supercomputing was to be carried out from workstations 
at the institutes as well, additional navigation aids would be im-
perative. In a project report from late 1987, Isabel Loebich, Lothar 
Ehnis, Ulrich Lang, and Roland Rühle stated: “Distributed com-
puting in heterogeneous computer networks comprising work-
stations, supercomputers, graphics devices, and laser printers 
often requires the user to have knowledge of several operating 
systems and transmission routes.” Distributed applications in 
heterogeneous computer networks provided a way for RUS both 
to mediate between protocols, languages, programs, and systems 
and “to shield users from this heterogeneity.” 46

The problem had long been a familiar one to RUS’s scientific 
director. As early as the 1970s, Rühle had been working on a tool 
that would enable “knowledge in the form of algorithms and data 
to be [stored and] retrieved at any time” and that could “reduce 
the large number of possible interfaces to common invariant el-
ements through abstraction.” The result was RSYST (Reaktorsys-
tem), which already in the heyday of mainframe culture and en-
tirely in the service of reactor safety provided a bridge that, aside 
from its “primary goal of integrating programs and data,” enabled 
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“integration of different disciplinary methods.” 47 The machines, 
programs, and networks that populated the vast terrain between 
supercomputers and workstation computers at RUS in the mid-
1980s made RSYST still an attractive tool for dealing with het-
erogeneous computing. RUS lost no time in adapting its success-
ful navigation tool to newer developments and to integrate it, for 
example, into the protocol requirements for the German Research 
Network (DFN). “DFN-RSYST” provided “the user with a uniform 
view of the network.” It enabled “the arbitrary distribution of pre- 
and post-processing, computationally intensive tasks, and – espe-
cially graphical – network analysis” by providing “mechanisms 
for outsourcing calculations, transferring data, and accessing data 
via the network.” 48

Communicating to the public

In the mid-1980s, RUS underwent a profound change. New com-
puters were purchased, old computers were assigned new tasks, 
and the research institutes were integrated into the center’s op-
erations as part of a distributed computing scheme. In addition, 
mainframe-assisted data processing was transferred to a supply- 
oriented competence center, which reigned over a very heteroge-
neous ensemble of applications, interfaces, programs, and ma-
chines.

This change demanded a communications tour de force on 
the part of the center’s operational and scientific management. 
RUS’s machine fleet was hardly self-explanatory. Moreover, ow-
ing in part to the intervention of the minister-president, it had 
become a surprisingly public and political affair.

This situation was detailed in an extensive article in the 
March 1987 issue of Computer Zeitung magazine. Since the first 
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Fig. 4: Skeptical audience, 1986: the minister-president defends his 

pivot to the future.

 CeBIT computer expo in 1970, the magazine had provided a broad 
IT readership with well-researched articles and analysis on a 
weekly basis. Now it was Stuttgart’s turn. The focus of journalist 
Ludger Schmitz’s article was immediately evident from the title: 
“The University of Stuttgart computing center acquired a Cray-2. 
Then the trouble started.” 49

The article delivered a wide-ranging critique. It began by 
referring to the justification for the state’s procurement of the 
Cray-2 as “somewhat misleading,” despite the unexpected good 
fortune of a falling dollar exchange rate. In purchasing the com-
puter, Späth had ignored the “official channels” prescribed by the 
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federal government, which prompted the DFG to ask the Science 
Council (Wissenschaftsrat) to investigate. The resulting report was 
“scathing in its criticism.” No test runs had been made, and no 
university discount had been negotiated. “Instead, Späth used the 
University of Stuttgart’s privileged status to embarrass other Ger-
man universities and research institutes.” According to Computer 
Zeitung, citing the Science Council, the contract contained a clause 
preventing Cray from delivering the same type of computer to an-
other German university for one year.50 The result was to “hinder 
research,” “artificially create demand for computers” in Stuttgart, 
and distort “scientific competition.” 51

The magazine’s litany of accusations was not only directed 
against Späth (Fig. 4). There was also the matter of the substan-
tial difficulty involved in getting the Cray-2 up and running.52 
Moreover, it was no secret in the community that the inspection 
report for the Cray-2 “was a sham” and that the sale of computing 
capacity to industry and to research facilities was slow.53 Although 
the fiber-optic cables for external users had been laid, the con-
nections were still missing because pricing had not been agreed 
with the Bundespost, making interactive operation on the Cray-2 
unaffordable. Simply lowering the price of computing time for 
external users in response to lack of demand was out of the ques-
tion, since it would create the appearance of distorting the mar-
ket through industry subsidies. Computer Zeitung was particularly 
critical of the commitment made with the purchase of the Cray-2 
to prevent any use by countries of the Eastern Bloc. The US gov-
ernment’s export restrictions were found among the exclusion 
criteria on the application forms for granting a user number at 
RUS. Computer Zeitung obligingly printed the form.54

To the computing center, the university, and the state govern-
ment, it felt like the sharks were circling. Späth may have been 
clever enough to circumvent the federal government’s fund-
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ing rules, but it also stood to reason that the DFG could retaliate 
through the Science Council. Computer Zeitung had gotten wind 
of precisely that and accordingly painted readers a picture of the 
dog-eat-dog world of supercomputing. Policymakers were urging 
competition, Blum had stated at the expert seminar. To be com-
petitive, assets had to be sufficiently well protected through ap-
propriate measures. Conspicuous science and research policy had 
to be supported by effective public relations. RUS urgently needed 
to find ways to explain the Cray-2, because the Cray-3 was sure to 
follow.

Consequently, in the wake of the Cray-2 procurement, 
Karl-Gottfried Reinsch and Roland Rühle found themselves hav-
ing to pay close attention to the public, who were closely following 
events at RUS. “Supercomputers are currently a hot topic. Daily 
press and trade journals do not always do a good job of reporting 
on these developments,” complained Reinsch in 1987 in a detailed 
article that called the Cray-2 a “challenge for science and industry.” 
That this opening salvo was unlikely to win over the daily press 
and trade journals was evident.55

Reinsch attempted to approach the subject systematically. 
What were the requirements in terms of memory size and com-
puting capacity for different areas of application? Where did 
Stuttgart stand in the “league” following the acquisition of the 
Cray-2? Which users from which scientific domains required 
which amounts of computing capacity and which programs? How 
did one go about getting one’s project “into” the supercomputer? 
And where did this machine fit within the University of Stutt-
gart’s computing infrastructure?

To answer these questions, Reinsch resorted to a whole range 
of graphic forms of representation – plunging himself and his 
audience into a communicative abyss. On closer inspection, the 
three-dimensional schematic showing the relationship between 



38

memory, speed, and problem size was actually comprehensible. 
But the multicolumn table comparing computers and manufac-
turers was largely unreadable; and the hierarchical-pyramidal 
ranking of supercomputers could only be understood with the aid 
of the accompanying explanation. According to Reinsch, the func-
tional “integration of the supercomputer into the concept of com-
puter use” at the University of Stuttgart could be illustrated by the 
“4-level model.” What a reader was supposed to deduce from the 
detailed hardware descriptions – including weight, floor loading, 
coolant temperature, and closed-circuit coolant flow – was un-
clear, despite the intended transparency.

Reinsch proceeded to give examples of the types of problems 
the supercomputer could process, among them “the structure 
of the thyroid hormone thyroxine,” the “density distribution of 
interstellar gas in colliding galaxies,” and (naturally!) a “numer-
ical simulation of the three-dimensional development of vortex 
structures in the laminar-turbulent transition in boundary lay-
ers” – all supplied as figures. Additional projects were described 
in the main text. The conclusion reiterated that supercomputing 
was very expensive, but that with increasing use it would likely 
become “possible for everyone.”

Roland Rühle’s approach to public relations was totally unlike 
Reinsch’s. Rühle was convinced that the proposals researchers 
sent to funding agencies were ill suited to publication. Journal-
ists would be very unlikely to pick up the material there and make 
it available to a broader public in a reader-friendly way. Accord-
ingly, when Rühle spoke to the Industrie-Anzeiger trade paper, his 
intent was not to announce but to communicate. The information 
should be tangible and easy to explain. The message should be 
neither annoyance (Computer Zeitung) nor a “challenge to science 
and industry,” (Praxis der Informationsverarbeitung und Kommunika-
tion), but rather a “tool for engineers: the world’s fastest computer 
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calls the University of Stuttgart home” (Industrie-Anzeiger). This 
article, clearly supplied by Rühle, ranged from the Cray-2 and the 
new ways in which Baden-Württemberg was promoting high 
technology to the network of universities, research institutes, and 
companies such as BASF, Hoechst, Bosch, Porsche, Dornier, TÜV, 
and Daimler-Benz. The prospect of the imminent use of the su-
percomputer by small and medium-sized enterprises (SMEs) was 
also hinted at.

Jürgen H. Koch, a journalist from Munich who had been 
briefed by Rühle, proved to be an outstanding communicator. 
That much was clear from the references to “working together,” 
“downtown,” a “pilot project” with the Bundespost, Karlsruhe 
and Freiburg, and, of course, “fiber-optic cables.” Koch fearlessly 
reported and compared costs for computing time, cited coopera-
tive arrangements with private companies, and touted solutions 
to complex problems. None of it was trivial. Nevertheless, an ele-
gant, politically inclusive way of communicating about the Cray-2 
made it easier to grab the attention of readers. Because what the 
Cray-2 was, what would result from it, and what might follow it 
would all have to be discussed again in the foreseeable future.
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The performance gambit (1988–1996)

Supercomputers are difficult to understand – not only because 
they calculate at what seem to be near-miraculous speeds. Even 
more difficult is figuring out how to optimally configure the ma-
chine and everything connected to it. A complex ensemble of 
computers, institutes, and ministry officials must be able to work 
together; a fragmented committee landscape has to be made navi-
gable; and the different interests of computer manufacturers and 
scientific and industrial customers of computing capacity must 
be reconciled. This is easier to do when evaluation is based on 
consensus. Technical support, fast access, user autonomy, attrac-
tive pricing, efficient programs, simple pre- and post-processing, 
and package solutions are all considered. That a supercomputer 
should be able to provide “unrivalled performance” hardly needs 
saying.56 What is surprising is how elusive this criterion can be 
when it comes to daily operations.

Procuring the Cray-2 was the deus ex machina that resolved 
the hopeless tangle that the Stuttgart computing drama had be-
come. No years of haggling. No cooperation problems. Nobody to 
get in the way. Everything happened much too fast for that – with 
respect to the purchase as well as the computing capability. Only 
afterward did the tedious work of configuration begin. In the pro-
cess, many contradictions emerged. First, Stuttgart enjoyed an ex-
clusive facility, but at the same time had to expand its user base. 
Second, Stuttgart could not avoid dealing immediately and very 
specifically with the next replacement procurement. Only in this 
way would it be possible to keep up with computer performance. 
That meant having to plead for a computer called the Cray-3 that 
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did not yet exist and, ultimately, never would exist. Third, evalu-
ating computers began to be easier thanks to a consensus-based 
benchmark that was gaining acceptance in the field of supercom-
puting. The benchmark served as a powerful advocate when it 
came to procurement, but only if machines could be tested and 
manufacturers could provide useful data. Which could hardly be 
expected in the case of future facilities. Fourth, like other comput-
ing centers, Stuttgart struggled with architectural imponderables 
and inconsistencies. Which was the better choice? Tried-and-true 
vector computers, parallel computers, or a network of worksta-
tions?

Despite the highly autonomous solution in the case of the 
Cray-2, the scientific and political framework also imposed con-
tradictory requirements for the current and future configuration. 
What would be the cost if a national supercomputing center had 
to guarantee access for the entire country yet was predominantly 
dependent on regional funding? In Stuttgart, some of these con-
tradictions were resolved with an original but complicated organ-
izational structure that separated capital investment and alloca-
tion of computing time but that required combining business and 
science. This may explain the gradual substitution of the notion of 
supercomputing by the more operative term “high-performance 
computing.”

Simulation for all

Enabling a global player like Porsche to profit from the efficiency 
of the Cray-2 required little in the way of justification. Simulations 
on fast computers were nothing new for Porsche’s engineers. 
They had been simulating the crash behavior of their sports cars 
for a long time and could dispense with actual dummies colliding 
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Fig. 5: Crash and simulation in the 1990s:  a Porsche 911 Carrera after 

a frontal offset collision.

with actual airbags and steering wheels.57 The Cray-2’s processor 
networks now even allowed the engineers at Porsche to calculate 
their car bodies with ever finer resolution. It was already possible 
to simulate the first 80 milliseconds after impact. The engineers 
followed the events on a computer screen, optionally in slow mo-
tion, as often as they wanted (Fig. 5).58

Harder to justify was the intention to turn even SMEs into 
Stuttgart supercomputer users. The sheer availability of com-
puting capacity at the top end of the market did little to motivate 
companies to get seriously involved with supercomputing or 
simulation.59 The staffing levels in SMEs were far too thin, and 
the opportunity costs far too high. Any alignment of the super-
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computer in Stuttgart and the potential computing requirements 
of SMEs would have to be planned and looked into by others. In 
a politically concerted action, the state of Baden-Württemberg, 
the city and University of Freiburg, and the Chamber of Industry 
and Commerce Southern Upper Rhine together founded the Frei-
burg regional enterprise High Tech Computerdienste Oberrhein 
GmbH (HTCO).60 The goal of the joint venture was to explain to 
SMEs the link between computing excellence and regional eco-
nomic development. HTCO expected no miracles and figured 
“that it [would] be pretty tough going at first.” 61 The forty-five 
potential customers between Basel and Offenburg would have 
to learn the “basic principles of supercomputing,” which was no 
mean feat. The only easy part was the message communicated by 
the distributer via the Badische Zeitung to companies in southern 
Baden-Württemberg: supercomputing was another word for sim-
ulation. It was only “thanks to these extremely fast computers” 
that “the idea of computer simulation” (which was hardly new) 
had become attractive to SMEs. The editor also had the numbers 
to back his case: “What it took a conventional device 18 hours to do, 
the Cray-II manages in two minutes.” 62

Two minutes instead of eighteen hours. Despite all the rapid- 
fire demonstrations, the explanation of supercomputing must 
have perplexed at least one or two SME managers. In contrast to 
other computer applications, they were told, high-performance 
computers were not tools for rationalization. Computers like the 
Cray-2 were not simply calculating machines to throw numerical 
data at. “We don’t want customers ringing the doorbell and say-
ing, ‘Now do the math,’” 63 HTCO manager Franz Heidinger told 
the Badische Zeitung. Rather than just provide data processing for 
South Baden firms, the supercomputer experts from Stuttgart 
wanted to advise people and to find out “whether and how specific 
development and optimization problems can be solved using the 
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Cray II.” 64 Exactly what this advice and problem solving were in-
tended to achieve by means of simulation was still not very clear, 
despite Heidinger’s references to an awning manufacturer “who 
wants to construct a support arm for his awnings that is three 
times lighter but twice as strong.” 65 What was not under dispute 
was HTCO’s basic premise: “The principle of high-performance 
computing can be applied to all optimization and simulation 
tasks.”

HTCO’s marketing strategy was unable to resolve the para-
dox between the exclusivity of the high-performance computing 
offer and the widest possible group of users. Moreover, the im-
agination of the potential user community was focused on the 
Stuttgart supercomputer, as if the mere presence of the Cray-2 in 
Stuttgart was enough to convince SMEs to delegate their research 
and development work to computer simulations, and thus enter 
the high-tech age. In any case, articles in the local press concern-
ing the activities of HTCO pictured only the semicircular, human- 
sized Cray-2.

In contrast to regional business development, RUS did its ut-
most to reinforce the exclusivity of Stuttgart’s computing services 
at the limit of computability. However, the means available to the 
computing center for symbolic capital were limited. Advertising 
the arrival of the Cray-2 would hardly suffice, as Reinsch and Rühle 
had learned from their Computer Zeitung experience. And neither 
computer simulation nor development of aesthetically appealing, 
interactive user interfaces was a special feature of the Stuttgart 
services that could only be taken advantage of there and not, for 
example, in Berlin, Garching, or Jülich. Consequently, RUS began 
to combine simulation and visualization, a new area of endeavor 
that was otherwise offered only in the United States (Fig. 6).

Simulated images constituted a production of Stuttgart 
computers performing at the limit of computability.66 They also 
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influenced the semantics. The Cray-2 would open “a completely 
new dimension of science and technology simulation.” In place 
of “endless, barely comprehensible columns of numbers,” there 
were now “visualizations of technical procedures and processes 
as well as representations of scientific models.” 67 The Cray-2 was 
no longer just a supercomputer but a producer of artificial evi-
dence. The simulated images generated by the Cray-2 promised 
insights into the physical world even though they were created 
in the computer. These images made tangible an artificial world 
thanks purely to supercomputers and visible only with the aid of 
monitors and printers.

The cost of visualizing computing output

RUS began to use the new tangibility of simulation for purposes 
of communication.68 Simulated images were liberally incorpo-
rated into lectures, applications, and publications. One did not 
even need to know which double-star system problem was of in-
terest to the theoretical astrophysics department of the Univer-
sity of Tübingen or why the University of Stuttgart’s Institute of 
Mechanics was preoccupied with airflow over a car sunroof to 
be fascinated by these new types of images. The aesthetics of the 
Cray-2’s housing may have been elegant, and the tabulated bench-
marks of the supercomputer impressive. But compared with the 
new simulated images, both were much too mundane to enable 
people to “see” the supercomputer’s performance.

Visualizing mathematically simulated conditions required a 
great deal of work. For one thing, users had to be integrated into 
the simulation processes and thus also into the infrastructure of 
the computing center. But, in fact, the work began even before the 
simulation was completed. Even the definition of the problem 
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Fig. 6: Visual simulations, 1993: powerful images for human users.

had to be divided up by users in such a way that it could be han-
dled in modules by different computers and programs and appro-
priate points for user intervention could be indicated. Only then 
could the modules be integrated as parts of programs and data 
sets into the RSYST in-house operating system. Since not every 
“decomposition of the task into sub-problems” resulted in “nu-
merically satisfactory simulations,” modular decomposition and 
numerical methods had to be coordinated.69 For users, the task at 
this step was to ensure the “combinability” of the individual mod-
ules and to map the “simulation tasks as flexibly as possible to the 
integrated program system.” 70

However, the attractive power of the images and the urgently 
needed interaction of users with the ongoing simulation pro-
cesses raised a problem that cultural critics lamented and that 
posed an interesting challenge for supercomputing centers: the 
problem of “data overload.” 71 The more complex the definition of 
the problem, the greater the amount of data. Technical simula-
tions from the fields of engineering and natural sciences running 
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on the Cray-2 produced “output data in the order of 100 to 1,000 
million numbers.” 72 Neither sophisticated algorithms nor effi-
cient operating systems could really deal with such large volumes 
of data. Hardware was also needed to simulate complex applica-
tions. In the computing center, the problem of burgeoning data 
volumes was translated into a task for infrastructure. Finally, the 
problem of data transport “from the supercomputer to the corre-
sponding file server and, later, to the display terminal for analysis” 
had to be solved.73

The first bottleneck in this design was the file server. The 
server needed to provide high computing power and high band-
width, but also have sufficient storage capacity to enable data to 
be buffered before sending it to the end devices. For this problem, 
the computing center reverted to tried-and-tested solutions. The 
long-standing connection to the manufacturer (Cray) was acti-
vated. And, probably to the surprise of the German user commu-
nity, another supercomputer – the Cray Y-MP – was installed as a 
“high-performance file server.” 74 The public showcasing of RUS’s 
infrastructure policy was also new. The Cray Y-MP was commis-
sioned “in May 1991 in the presence of minister [Klaus] von Tro-
tha and the rector.” Finally, according to the rector’s statement of 
accounts, Stuttgart had succeeded “for the first time in Europe, 
and as the second institution worldwide, in procuring and suc-
cessfully operating a file server in this performance class.” 75

The second bottleneck in dealing with the flood of data in the 
area of simulation was the user seated before the screen. Here, 
the center’s computer scientists had to proceed more delicately. 
They employed contemporary scientific theoretical language 
and modeled users as a neural information processing system. 
“Data analysis,” in the words of the RUS simulation department, 
“is still determined by human perceptual capabilities.” 76 Humans 
are, and remain, “the slowest link in the chain of processing.” 77 
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“ [E]xploiting new findings on the processing of visual stimuli 
in the human brain” would help users learn how to acquire in-
formation much more quickly.” 78 As far as incorporating human 
users into the local simulation environment went, the focus was 
“primarily on unconscious processing capabilities,” which “do 
not require intellectual input.” 79 It was assumed that the eye and 
brain together represented the “most efficient channel for trans-
mitting information in humans.” 80 Because humans are par-
ticularly good at unconsciously recognizing patterns, textures, 
contours, and movement,81 users should be integrated into the 
simulation process “through the use of graphic aids.” The defi-
cient human, who could only understand the volume of data as 
an image, was placed in a trade-off relationship with the no less 
deficient computer system, which had to be given detailed in-
structions, data, and problems. Once the users were connected 
to the local systems, the computer scientists at the computing 

Fig. 7: Simplifying high performance, 1993: the Stuttgart 

simulation tetrahedron.
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center no longer needed to look after them and could go back to 
their computers, programs, and networks.

Although Stuttgart’s simulation model could be communi-
cated to its own user community in the form of programming in-
structions, communicating its simulation competence to the out-
side world was done visually. The Stuttgart “tetrahedron” helped 
in this effort by abstracting the individual processing steps dur-
ing a visual simulation and representing them schematically as 
basic functions of problem solving (Fig. 7). The representation 
enabled a unified view of the multifaceted process of visual simu-
lation at RUS. It was now possible to show competitors, sponsors, 
and observers that by combining “calculation, representation, 
supercomputing, and visualization” in an “integrated system,” 
simulation could be a tool for research and development of the-
oretical models in engineering sciences.82 This system enabled 
the interdisciplinarity that was the dream of computer scientists: 
the collaboration of different disciplines under the aegis of those 
who understood the computer better than the scientific problem 
and who themselves also worked in an interdisciplinary field of 
knowledge. According to one of the the university’s research re-
ports, high-performance computing problems, which had defied 
solution for several years, required “collaboration between spe-
cialists from the application areas of numerical mathematics, 
computer science, and computer technology.” 83 This twofold in-
terdisciplinary orientation was programmatically generalized 
through the invention of computational science: “Instead of re-
search in individual fields, systems must be integrated in all their 
complexity. The result is a new discipline, which the Americans 
call ‘computational science.’” 84 RUS’s own competence in the field 
of visual simulation, understood as a method of computational 
science, acquired accessible communicative news value in the 
community and among funders.



51

The false security of benchmarks

Since Stuttgart’s pivot to the future, with Lothar Späth’s purchase 
of the world’s fastest machine, RUS had embraced a supercomput-
ing future – a future that seemed reliably predictable (Fig. 8). The 
speed and performance of top-flight computers would continue 
to increase steadily, especially since parallel computer systems 
were now commercially viable.85 Nor would the demand for high-
end computing capacity diminish. There was “agreement within 
the community that there would continue to be an almost unlim-
ited need for computing in science and industry in the future, re-
quiring ever more powerful supercomputers.” 86

It was therefore hardly surprising that in purchasing the 
Cray-2, the state of Baden-Württemberg had already secured an 
option on “the first Cray-3 to be delivered to Europe, and certainly 
the first to be installed in Germany.” 87 To ensure its contractual au-
tonomy, Stuttgart submitted to the DFG in 1989 a “pre-proposal” 
for procurement of a Cray-3 – which had just been announced by 
the manufacturer – in 1991. The anticipated Cray-3 seemed real 
enough and would be much more than a mere successor to the 
Cray-2. For the limit of computability would be raised dramati-
cally. And it would be needed. Problems that required more than 
100 hours of CPU time on the Cray-2 were hard to solve. With such 
“top simulations,” Rühle had told Computer Magazin, problems 
were nearly incomputable, and simulations “simply no longer 
[made] sense.” 88 With the Cray-3, Cray Research promised to re-
place the silicon chip technology, thus overcoming the current 
physical limits of computers. In 1989, Cray’s German representa-
tive, Robert Übelmesser, announced to the audience at the Mann-
heim Supercomputer Seminar that “under the leadership of Sey-
mour Cray, the Cray-3 project” was developing a supercomputer 
using “gallium arsenide technology.” 89 Owing to “faster switching 
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times and lower heat dissipation,” the technology offered “the po-
tential for even more powerful supercomputers.” 90

The Cray-3 had long since become an integral part of Stutt-
gart’s planning, and was included in the proposal to the DFG. But 
focusing exclusively on a future high-performance system would 
likely appear too risky to the DFG, which was more inclined to-
ward broad-based research. Instead of relying solely on the perfor-
mance of the machine, the Stuttgart proposal also demonstrated 
the compelling performance of RUS as a whole. The DFG’s assess-
ment of need should not be based on the usual supercomputing 
criteria. Neither the theoretically possible speed of the computer 
nor its price–performance ratio should be decisive in funding 
the Cray-3.91 Rather, the DFG’s decision to bankroll a Cray-3 for 
the University of Stuttgart would be a judgment on the profile of 
Stuttgart’s simulation culture. Accordingly, the “size and experi-
ence of the user community,” 92 the on-site software resources, and 
the bandwidth for accessing the computer from the network and 
workstations were highlighted.93 The increased processor perfor-
mance and memory, and the faster memory access time expected 
of the Cray-3, were additional selling points. The performance en-
hancements of the future computer would only be effective if all 
the criteria were “balanced.”

The political strategy behind the pre-proposal was to use state 
policy to apply pressure to the DFG. It should appear to the review-
ers that Baden-Württemberg had already factored in a positive de-
cision from Bonn. The state was awaiting the DFG’s decision “so 
that the Council of Ministers and Parliament [could] proceed with 
the corresponding budgetary decisions.” 94 “Delaying the procure-
ment procedure” would simply be “irresponsible” in view of the 
“time-consuming approval process.” 95

What might at first appear to be greater self-confidence on 
the part of Stuttgart vis-à-vis the DFG arose out of a dilemma that 
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Fig. 8: Stable expectations of future changes, 1992: a configuration 

overview.

was deferred to the summary at the end of the proposal as a pre-
caution, to wit: the “temporal planning” of the procurement of a 
successor for the Cray-2 was “of crucial importance.” 96 The most 
decisive factor, however, was competitive pressure on the Stutt-
gart model of supercomputing. It was no longer certain that the 
existing set of determinants for operating a regional supercom-
puter would continue to hold in the future. “Deciding too early 
on a product type,” the DFG’s reviewers learned while reading the 
proposal, “is just as risky as failing to choose a successor computer 
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in a timely fashion, which could mean loss of a leading position in 
global scientific competitiveness with all the consequences that 
entails.” 97

The mention of risk evoked a global world of high-perfor-
mance computing dominated by competition and regional eco-
nomic policy. In Stuttgart, heightened uncertainty was expected 
to persist into the 1990s. The question of the right product type 
and, consequently, the most suitable supercomputer architecture 
was difficult to assess. It was unclear whether it would be possible 
to keep up in the global race for the most powerful machines, or 
whether there was even a threat of losing the pole position.

The market for high-performance computing gained mo-
mentum in the early 1990s and became confusing for observers 
of the field. The “Formula 1 class” 98 of supercomputer manufac-
turers saw new entrants from Japan – Hitachi, Fujitsu, and NEC – 
which increased competition between suppliers. The NEC SX3, for 
example, as Hans-Werner Meuer reported from the Mannheim 
Supercomputer Seminar in 1991, had “quickly gained a foothold in 
Europe.” 99 Such a machine was ready to be installed, for instance, 
in Ticino “as the national supercomputer of Switzerland.” 100 Par-
allel architectures increasingly provided a viable alternative to 
the dominant vector computers for computing. Equipped with 
many low-cost microprocessors and distributed memory, parallel 
computing promised to boost performance based on an improved 
price–performance ratio.101 But this form of computing, as with 
other innovations before it, required a different way of program-
ming, for which neither the appropriate software nor expertise 
existed, at least not in Germany.102 Workstation clusters offered an 
attractive, cost-effective interim solution, so long as it remained 
unclear “which of the many proposed concepts” for parallel com-
puter architectures would “stand the test of time and prevail.” 103 
Computer development in the early 1990s was therefore consid-
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ered to be “essentially unpredictable over a period of more than 
3–5 years.” 104

In the field of high-performance computing, the evaluation 
issue was exacerbated because machines like the Cray-3 did not 
even exist.105 Could the manufacturers’ promises of the theoret-
ical maximum performance of their new machines be believed? 
Was price an indicator of the actual performance of the computer? 
Evaluating the next generation of supercomputers remained a 
difficult-to-solve task for the personnel responsible for new pur-
chases in the computing centers. In Stuttgart, the situation was 
such that “critical manufacturer information on certain data was 
actually not available and quite possibly not available for the fore-
seeable future.” How was it possible to properly justify the choice 
of this or that supercomputer in such a situation? The only op-
tions left to computer centers were to take it upon themselves 
to painstakingly extrapolate the performance values of existing 
computer systems, to ask their colleagues, or to leverage good re-
lations with vendors.106

But extrapolating the possible performance of a future com-
puter system based on the simulated performance of a known 
computer jeopardized the credibility of everyone involved. Even 
comparing parallel and vector computing could bring accusa-
tions of scientific inaccuracy from the applied mathematics com-
munity.107 Scientific staff in computing centers were constantly 
being told that reference conditions could not be reproduced or, 
to the contrary, that they could be readily adapted for the advan-
tage of the center’s own computers. It therefore quite frequently 
happened that the results of performance comparisons between 
the same vector computers differed by a factor of 10. A paper pub-
lished at the time observed that “performance measurements on 
factor and parallel computers are very difficult to compare with 
universal computers.” 108
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The pressure on scientific staff could hardly have been higher. 
In submitting its confidential internal study on the performance 
of four high-performance computers, the numerics for super-
computers group at RUS observed that the laboriously evalu-
ated benchmarks were basically worthless: “The data obtained 
using a simplified model for vector processor circuits cannot be 
claimed to be accurate.” 109 The study’s authors concluded that “it 
was entirely possible that essential architectural features of the 
machines were not taken into account and, consequently, that the 
predictions of performance were incorrect.” 110

A solution to the confusion in the manufacturers market for 
supercomputers – the Top500 ranking – was published on 24 June 
1993 at the eighth Mannheim Supercomputer Seminar. Taking its 
cue from Forbes magazine, which had listed the 400 richest Amer-
icans since 1982, the Top500 ranking was intended to provide 
information about the world’s most powerful computers.111 Not 
that manufacturers and users had previously been flying blind. A 
number of existing directories provided overviews and mapped de-
velopments. Because many universities in Europe and the United 
States were equipped with powerful machines, national funding 
agencies, for example, kept site lists. Supercomputer locations were 
listed in alphabetical order, along with the number and types of ma-
chines, and frequently their specific purpose.112 Or the lists might 
specify whether the computers were located in the computing 
center, the library, the university administration, or the local insti-
tutes.113 It was even possible to create lists of the number of vector 
systems worldwide, as Hans-Werner Meuer and Erich Strohmeier 
had been doing at the University of Mannheim since 1986.114

The Top500 ranking marked a fundamental departure in the 
universe of surveys. The product of a collaboration between Meuer 
and Strohmeier and the American mathematician Jack Dongarra, 
the ranking simplified surveys dramatically.115 It did away with 
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manufacturers’ specifications, the market price of the computer, 
and the many individual computing center benchmarks. Evalu-
ation of supercomputing was reduced to a single criterion: per-
formance. It was measured using computing tests, in this case, 
the LINPACK Benchmark. The LINPACK algorithm “required the 
computer to solve a tricky system of equations that just fit into the 
working memory.” 116

By combining benchmark and ranking, the Top500 list es-
tablished a reality based on competition. If, according to the LIN-
PACK Benchmark, performance was the only relevant criterion for 
comparison, then it was no longer the locations that determined 
the supercomputers. Rather, it was the other way around. The per-
formance order of the fastest computers defined the worth and 
importance of the sites. In keeping the number of computers on 
the list to 500, the ranking also functioned as a tool of exclusivity. 
Mainframe computers, workstations, and “mini-supercomput-
ers” were now banished from the club of top computers. Organ-
izations that wished to compute at the cutting edge with older or 
cluster-type models were also left out. Whereas those who made 
it onto the list –preferably the very top – belonged to an elite that 
could join the race at the limit of computability. But the positions 
were fluid. Because the ranking was published twice a year – in 
June at the (newly titled) International Supercomputing Confer-
ence in Mannheim and in November at the IEEE Supercomput-
ing Conference in the United States117 – the top positions could 
change at intervals of only a few months, new computers and in-
stitutions could be added, and others dropped out. The Top500 list 
provided a measure for determining the excellence of a country’s 
own research centers and, at the same time, for declaring global 
competition with other locations.

When the first Mannheim ranking appeared in June 1993, 
the University of Stuttgart’s supercomputers were way down on 
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the list: the Cray-2/4-256 was in 205th place, and the MP-1216 was 
ranked 430th.118 Stuttgart repeatedly stressed that “in supercom-
puting, the theoretical maximum performance is completely ir-
relevant and the LINPACK Benchmark data nearly as irrelevant.” 119 
Nonetheless, the close cooperation “with the American NSF 
super computing centers, the Los Alamos National Laboratory, 
Livermore, and NASA Ames, as well as the Cray and Convex com-
puter companies” 120 did nothing to change Stuttgart’s poor show-
ing. Stuttgart’s existing strategy for running supercomputers was 
not globally competitive. Moreover, long-standing supplier Cray 
also proved unreliable. Four years after the “pre-proposal” for the 
successor to the Cray-2, and seven years after its installation, the 
Cray-2 was still in operation in Stuttgart.121

Autonomy through regional cooperation

The Stuttgart model of offering supercomputing services through 
a university computing center was under pressure from the 
Top500 ranking. A new, state-of-the-art high-performance com-
puter was nowhere in sight. The dynamics of the manufacturers 
market due to the new Japanese entrants, and the avidly debated 
question of whether workstation clusters might not be an inex-
pensive alternative to high-end computers, heightened the risk 
of any decision.122 In Stuttgart, an attempt was made to offset the 
pressure by reconfiguring the organizational structure and ser-
vice offerings of the computing center, calling on the store of ex-
perience of RUS and the university administration.

Since the acquisition of the Cray-2, high-performance com-
puter operation at RUS had taken a variety of organizational 
forms, realigning the center’s relations with the periphery. Along 
with the installation of the supercomputer in 1986, a scientific 



59

and technical computing group was formed, and the new man-
agement position of scientific director was created. The first di-
rector was Roland Rühle, who also held a chaired professorship 
in applied computer science in mechanical engineering at the 
University of Stuttgart. The idea of the dual appointment to es-
tablish “a connection between the computing center and research 
and teaching” 123 at the university – in other words, to find new 
local users for the supercomputer’s capacity. Three years later, 
in 1989, the aim had morphed into motivating the government 
of Baden-Württemberg to initiate “timely procurement” of the 
successor computer to the Cray-2. Accordingly, RUS pledged to 
establish a “center for the simulation of science and engineering 
systems.” 124 In the end, there was no desire in Stuttgart to follow 
the recommendation of the “future committee” to build a stable 
connection as far as Karlsruhe. As a result, all talk of a joint center 
for simulation ceased.125

Instead, new links were established in Stuttgart between 
the university and RUS. In 1993, the Competence Centre for 
High Performance Computing was unveiled to the public.126 
To this end, connections were forged between the Institute for 
Computer Applications II (ICA II), the Institute for Parallel and 
Distributed High Performance Computers (IPVR) and RUS.127 
The purpose of the center was the “interdisciplinary develop-
ment of supercomputing and its applications in research and 
industry.” 128

Through these connections to the University of Stuttgart, 
RUS was able to acquire competence in parallel computing, 
gain the status of an independent research unit for funding pro-
grams, and intensify its working relationships with the regional 
automotive industry. Cooperation within the competence center 
was expected to lead to greater autonomy for supercomputing in 
Stuttgart.
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The collaboration between the two university institutes now 
made it possible to experiment with massively parallel high- 
performance computing in the computing center. RUS had gained 
experience through the “modest parallelism” 129 of the Cyber 205 
and Cray-1. In the Cray-2, RUS possessed a machine with several 
processors that could execute jobs independently of each other or 
work simultaneously on the same program.130 Nor was the con-
cept of massively parallel computer architectures unfamiliar: the 
famous Illiac IV in Illinois had been around since the 1970s.131 “It’s 
an old idea,” 132 asserted Alfred Geiger, head of the department for 
parallel computing at RUS, before explaining to his user group – all 
used to vector computers – why “the RUS, IPVR, and ICA II” wished 
to “jointly install an Intel Paragon XP/S-5” 133 in December 1992.

According to Geiger, the advantages of parallel computing 
“[were] obvious.” 134 Because parallel systems could be expanded 
at will using standard components, and because the scalability of 
the systems “and thus the potential performance [are] essentially 
unlimited,” these supercomputers offered “significantly greater 
gross capacity … for the same price.” 135 In theory, parallel comput-
ers were faster than vector computers. In practice, however, they 
required careful, time-consuming preparation.136 Jobs first had to 
be parallelized, otherwise the system performance of the com-
puters was significantly below par. Compensating the difference 
between practice and theory meant that users first had to identify 
parallelisms in their complex problems and then translate them 
into algorithms. For this step, vector computers offered tried-and-
tested, standardized compilers that supported users in translat-
ing their problems. The special requirements for different types 
of parallel computers – whether workstation clusters or super-
computers – as well as the different programming models thus 
led to considerable “effort on the software side.” 137 Programming 
massively parallel supercomputers was more complex than the 
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well-rehearsed routines of vector computers, leading RUS direc-
tor Rühle to conclude: “Programming efficient software in the sci-
ence and technology area is getting more difficult, not easier.” 138 
Making productive use of parallelism depended on the “efforts of 
the user.” 139 That, with respect to the computing center’s opera-
tions, was the surprising result of the new computer architecture: 
parallel computing meant the return of the user.

With massively parallel computing, users had to leave the 
workstations assigned to them by RUS’s integrative operating 
concept and return to the computing center. Once again, they had 
to be aware of which supercomputer would be calculating their 
jobs. Parallel supercomputing was not something that could be 
done at a distance. Users needed to be close to the machines to be 
able to intervene in the individual processing steps to minimize 
latencies. Interaction between the parallel computers and their 
potential user community therefore had to be carefully defined 
in the computing center to keep the existing operating concept. 
This appeared to be much easier than to conceptually rework the 
well-established, highly sophisticated procedure.

Responsibility for this task fell to the competence center. Be-
cause user support in massively parallel computing “would by 
far exceed the scope of guidance,” 140 new organizational forms 
for operations had to be sought. Here, too, the center was to be 
strengthened through cooperation, and it was decided that oper-
ations in parallel computer architectures should “take the form of 
project partnerships.” 141 The division of labor vis-à-vis use of the 
machines and the “development work” 142 on problems of parallel 
computing was organized in the form of projects between the 
computing center and the university.

Like the Intel Paragon machine, the IBM RS/6000 PARIS clus-
ter was also acquired in 1992 as a project. The project on workstation 
parallelism involved RUS; Collaborative Research Center (Sonder-
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forschungsbereich) 259 on “High-Temperature Problems of Reusable 
Space Vehicles,” in which the mechanical and production engineer-
ing departments participated; the German Aerospace Center; and 
IBM. An additional parallel computer, the Cray T3D, was purchased 
in 1995 in cooperation with RUS, ICA III, and Cray Research.143

The cooperative strategy was also strengthened symbolically 
(Fig. 9). In an issue of BI. Informationen für Nutzer des Rechenzen-
trums, a newsletter for the computing center’s users, Alfred Geiger 
provided users with an introduction, complete with pictures, to 
the center’s staff, “who will strive to support you in solving your 
problems.” 144 Not every staff member was pictured, but readers 
nonetheless learned that Manuela Sang, for example, was respon-
sible for “user support (parallelization, libraries, and applications) 
on the PARIS cluster” and “also for all questions related to the PVM 
and FORGE 90 tools.” 145 Readers were also introduced to Manuela 
Zürn of the numerics for supercomputers group, who was work-
ing on a project funded by the European Community for porting 
computational fluid dynamics (CFD) code to parallel computers. 
Finally, readers learned that Gabriele Schulz-Ziemer was working 
on a project “in which, for the first time, the HPF programming 
model” 146 was being used on a parallel computer to solve a practi-
cal problem.147 It took many RUS staff to ensure user autonomy in 
massively parallel computing.

RUS now also acquired a past in parallel computing. Through 
the connection with the institutes, it could be claimed that mas-
sive parallel computing was already taking place in Stuttgart “be-
fore there was any name for this type of processing.” 148 Although a 
parallel computer had only been available in the computing center 
since 1992, preoccupation with problems of parallelism stretched 
back “far into the previous decade.“149 RUS research projects also 
integrated new users inside and outside the university into the 
computing center. For example, the computer simulation and vi-
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sualization department at Rühle’s Institute for Computer Applica-
tions was working on the “integration of calculation programs” in 
a “joint project with Daimler Benz AG.” 150 Thus, alongside Porsche, 
tentative ties were also being formed with the region’s largest au-
tomobile manufacturer. Three engineers from the applied math-
ematics in mechanical engineering degree program worked on 
the project as contractors for Daimler-Benz, as the rector proudly 
noted in the annual report.151

Integrating the computing center into the university’s var-
ious institutes had turned RUS into an autonomous research 
institution. Thanks to the EU’s PAGEIN (Pilot Applications in a 
Gigabit European Integrated Network) project (1992–1995), the 
French Aerospace Lab (ONERA) became a customer, as did the 
German Aerospace Airbus company through the EU’s ADONNIS 
(A Demonstration Of New Networking Integrated Services) proj-
ect (1994–1996). During the same period, RUS was also involved 
in several collaborative research centers and in projects related to 
state research foci.152 As a byproduct of these various cooperative 
efforts, RUS had access to new external sources of funding from 

Fig. 9: RUS staff, 1995: How can we help you?
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European and national funding programs, making it possible to 
“pursue strategic development that would not have been possible 
using [its] own resources.” 153

Stuttgart’s two-pronged solution

Networking and cooperation were the definitive forms of co-
ordination for supercomputing operations in Stuttgart in the 
early 1990s. In the competence center, projects, experience, and 
expertise in massively parallel computing and access to high- 
performance computing capacity were mutually shared between 
the university’s institutes, the local automotive industry, and RUS. 
This network of relationships enabled the computing center to 
reduce the uncertainties surrounding developments in computer 
architectures and the programming of massively parallel algo-
rithms and software. But even with the competence center, there 
was still no successor machine for the Cray-2 to offer in Stuttgart. 
The obvious question was: Couldn’t the cooperation and network-
ing model also be leveraged to finance a future high-performance 
computer that would end up on the Top500 list?

The DFG’s committee on computer systems had in princi-
ple “deemed worthwhile Stuttgart’s proposal to procure a high-
end supercomputer.” 154 However, both the DFG and the Science 
Council were of the opinion “that such a computer should be ac-
cessible not only to Baden-Württemberg but also to universities 
throughout Germany.” 155 High-performance computing, as the 
DFG’s suggestion made clear, had become an attractive area of 
action for federal policy. The computing centers, which operated 
high-performance supercomputers and were always looking for 
viable funding models to procure their expensive machines, saw 
the new interest on the part of policymakers as an opportunity. 
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It fueled the transformation of the supercomputer into a demon-
stration object of national competitiveness.

In early 1992, the High Performance Scientific Computing 
Initiative (HPSC), which brought together the who’s who of Ger-
man supercomputing from Hamburg to Munich, had outlined a 
series of recommendations for policymakers in a position paper. 
Right at the outset, the paper referred to the “key role” of high- 
performance computing, and asserted that high-end computers 
were becoming “decisively important for ensuring the competi-
tiveness of the German economy.” 156 The Top500 list provided pol-
icymakers with an indicator that was as simple as it was clear and 
that made competitiveness visible to all. There was no denying 
that the results of the initial rankings were sobering for the coun-
try. In 1994, Germany’s high-performance computers achieved 
“less than 7% of the performance offered by the world’s leading 
computer system.” 157 In “international comparison,” the country 
had thus fallen not only behind Japan and the United States “but 
also behind France, Great Britain, Italy, and Switzerland, as well 
as Canada and Korea.” 158 However, with the purchase of just one 
new machine (a tempting thought born of the biannual publica-
tion of the Top500 list), Germany could reclaim the forefront as 
early as tomorrow. Accordingly, the federal government was only 
interested in computing capacity that was “competitive with the 
highest performance class internationally.” 159

Federal policymakers and the computing centers may have 
seen eye to eye on the semantics of a national supercomput-
ing system. But the financing and operation of future high- 
performance computers was not yet secured. The reunification 
of the two Germanies both tied up attentional resources and in-
creased the number of higher education institutions eligible to 
apply for funding. Even Baden-Württemberg was facing “difficult 
economic times” and “tight budgets.” 160 Nevertheless, the federal 
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government shifted responsibility for financing the Stuttgart su-
percomputer to the states. This posed a real problem for German 
federalism. On the one hand, universities throughout the coun-
try were supposed to have access to Stuttgart’s top computer. On 
the other hand, it was up to the state of Baden-Württemberg to 
finance the machine. This conundrum gave rise to the question of 
how “participation by all the federal states in a joint computer in 
Stuttgart could be achieved.” 161

A proposal by the Science Council to establish “centers for 
the supra-regional supply of science and research with high- 
performance computing capacity” 162 was of little help in this situ-
ation. The council’s suggestion that states and universities should 
examine “whether planning should be carried out in a network 
of several states” was hardly persuasive,163 given that the same 
paper called for “competition between locations.” 164 Although the 
federal government made “additional project funding” available 
outside of the University Construction Act in view of the “special 
technological importance” of supercomputing – in other words, 
proposals for a national supercomputing center “[did] not count 
toward the proposal quota for the respective state under the 
[Act]” 165 – the question of the percentage of financing to be sup-
plied by the “home state” remained open. The Gordian knot of na-
tional high-performance computing would have to be cut locally, 
in Baden-Württemberg and in Stuttgart.

The model of cooperation and networking for high-perfor-
mance computing operations that had been tested in Stuttgart 
was attractive for this purpose. It promised to take the various 
interests into account and to regulate the required participation 
of the federal, state, and university authorities. For the University 
of Stuttgart to remain a competitive location for supercomputing, 
the local model had to be scaled to Germany’s policy situation. To 
maintain its foothold, Stuttgart would have to reaffirm its own 
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identity. What was the mission of RUS? What had it achieved? 
And what should be its stance toward the future?

These questions were answered in a brochure from 1994, 
which bore the simple title Das Rechenzentrum der Universität Stutt-
gart (University of Stuttgart Computing Center). The very first 
sentence of the brochure connected the present and past, assuring 
a solid foundation for authors and readers alike. “The goal of the 
Regional Computing Center of the University of Stuttgart (RUS) 
is and always has been to provide its customers with the most 
powerful systems for scientific and technical computing.” 166

The most powerful machines were then introduced in chron-
ological order: “The major milestones are the CDC-6600 from 
Control Data, CRAY1/M, CRAY-2 up to today’s C94D with 8 Gbytes 
of main memory.” 167 From there, the text turned from describing 
the center’s own supercomputing supremacy to emphasizing its 
mission to provide basic regional services, the proximity and col-
laboration with users, and local problem-solving competence. At 
issue was the “operational security, service quality, and availabil-
ity,” the export of computing time “also offered to users outside 
Stuttgart,” the network infrastructure, and finally “data manage-
ment” in the context of decentralized computing.

RUS’s basic service mandate was also expressed in a simple 
organizational diagram that depicted the departments, areas of 
responsibility, and staff functions at the computing center. Ro-
land Rühle was at the top of the chart; the base consisted of three 
departments – “High-Performance Computing,” “Service and 
Networks,” and “Basic Services.” Readers could see that RUS had 
much more to offer than just supercomputing: “We hope that this 
organization will enable us to meet the challenges of the coming 
years.” 168 With this sentence, the introduction then segued to de-
tailed enumerations of the services and current research projects 
at RUS.
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Rühle’s hopes were disappointed. Scaling the cooperation 
model to the federal level disrupted the existing organizational 
structure of RUS. Up to that point, networking had previously 
been supported by personal contacts between the parties involved 
or by sharing staff between the computing center and the univer-
sity institutes. Now, the focus on national supercomputing meant 
a considerable expansion of cooperation to the federal and state 
level and to industry. The new model required legally, politically, 
and economically strong connections. These could no longer be 
achieved through the prevailing organizational forms, which 
were geared to high-performance computing operations at the 
regional level.

National supercomputing in Stuttgart began with the estab-
lishment of two new organizations.169 In 1995, the Höchstleistungs-
rechner für Wissenschaft und Wirtschaft – HWW GmbH (hww), 
a public-private partnership – was founded, followed by the High 
Performance Computing Center Stuttgart (HLRS) in 1996. A prin-
ciple of separating capital investment and allocation of computer 
time shaped national high-performance computing in Stuttgart. 
The task of hww was to secure financing for future supercomput-
ers. The HLRS, for its part, was responsible for allocating computer 
time to German universities and research institutions.

What appeared ostensibly to be a straightforward division 
of organizational labor was actually highly contentious. In her 
address at the inaugural ceremony of the HLRS, University of 
Stuttgart rector Heide Ziegler summed up the challenge: “Behind 
us lies a phase of several years of planning and preparation, dis-
cussion, and at times also disagreement.” 170 When the HLRS was 
founded, it was still possible to fall back on the established net-
works of cooperation at the University of Stuttgart, although they 
seemed to have become somewhat looser with time. Ziegler sug-
gested as much in her reference to the “protracted yet ultimately 
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successful interdisciplinary and inter-institutional effort” neces-
sary to establish the HLRS.171 The founding of hww was a different 
story. What the state government would later laud as an exem-
plary model of cooperation between science and business, for a 
long time plausibly met most of the criteria for communicative 
failure. In her annual report, Ziegler had carefully referred to hww 
as a company with a “somewhat complicated (and laboriously ne-
gotiated) name.” 172 By the time of the inaugural address, however, 
her phrasing was more pointed. Some in the audience no doubt 
looked at their shoes as she explicitly thanked those “who were in-
volved in the long and, due to the diversity of cultures, sometimes 
almost insoluble task of creating hww GmbH.” 173

Elsewhere, the new Stuttgart organizational model for oper-
ating a national high-performance computing center was viewed 
more euphorically. Observers from the German high- performance 
computing community interpreted hww’s founding as a “Stutt-
gart coup.” 174 Rumored to have been “engineered at the very top” 
by “Edzard Reuter (Daimler) and Erwin Teufel (Baden-Württem-
berg),” 175 hww was a model demonstration of modern capitalist 
cooperation between science and industry. The company was 
based on a shareholder model. The state of Baden-Württemberg, 
the University of Stuttgart, the Daimler subsidiary, IT services 
provider debis Systemhaus, and Porsche participated as share-
holders to varying degrees.176 The cooperation specified two con-
ditions. First, participation should be open to other universities. 
Within the state government of Baden-Württemberg, the Uni-
versity of Karlsruhe was high on the agenda.177 Second, parity of 
participation was to be maintained between industry and science, 
with each side holding a maximum of 50 percent of the share cap-
ital. The chairman of the shareholders’ advisory board, appointed 
by the state of Baden-Württemberg, supervised these rules of par-
ticipation.178
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The new HLRS was organized in a completely different way, 
namely, according to Germany’s system of proportional rep-
resentation.179 The interests of the federal and state governments, 
the other universities in Baden-Württemberg, and the University 
of Stuttgart all had to be carefully balanced in terms of allocation 
of computing time. The exclusivity of the offer also had to be guar-
anteed. Operators had to ensure “that the new high-performance 
computers were used exclusively for major problems that could 
not otherwise be executed on any computer.” 180 The HLRS main 
body for this purpose was the steering committee. It consisted of 
twelve members; six were appointed by the DFG, and six by the 
Baden-Württemberg rectors’ conference.181 The joint committee 
would establish rules for the allocation of computing capacity, de-
cide on project proposals for allocation, and have a say in the selec-
tion of hardware and software.182 The steering committee was also 
to ensure the separation of investment and computing time and 
the allocation of fixed usage quotas: Nearly half of the total capac-
ity was reserved for users throughout Germany; approximately 
30 percent was reserved for universities in Baden-Württemberg; 
and roughly 20 percent for local needs at the University of Stutt-
gart. Of the capacity reserved for users throughout Germany, only 
8 percent was available to industry.183

The cooperative arrangement between hww and the HLRS 
created a national high-performance computing center toward 
which all parties involved – the federal government, the state of 
Baden-Württemberg, the University of Stuttgart, and industry – 
could focus their activities. The center strengthened the gov-
ernment’s claim on Germany’s competitiveness in global high- 
performance computing. The essential differences between hww 
and the HLRS testified to the cross-system cooperation between 
the federal and state governments and between industry and 
science. Through its “supercenter,” 184 the University of Stuttgart 
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acquired an exclusive facility for computing at the limit of com-
putability.

The basic task of supplying the university with computing ca-
pacity was taken over by the new University Computing Center de-
partment at RUS. Local users, who had enjoyed close collaboration 
on numerous projects until recently, were also affected by the new 
exclusivity of high-performance computing in Stuttgart. They were 
now customers like any others in the German high-performance 
computing sector. Henceforth, the department of adaptive struc-
tures in aerospace at the University of Stuttgart had to apply to the 
new steering committee of the HLRS for its allotment of comput-
ing time, as did the department of mechanical process engineering 
at the University of Kaiserslautern or the aircraft systems engineer-
ing department at the Technical University of Hamburg-Harburg.

The new high-performance computing center, on the other 
hand, functioned as a virtual center. It depended on other organ-
izations for its “operability.” 185 According to the operating con-
cept, the HLRS had no computers of its own, but rather purchased 
computing time from the operating company and passed it on to 
scientific users under the terms set by the steering committee.186 
Responsibilities were also decentralized. The HLRS took over the 
office of the steering committee, but the committee itself was or-
ganizationally linked to the Baden-Württemberg ministry for sci-
ence. The new center was also linked with other German centers 
of excellence in the area of high-performance computing with 
the aim of achieving “participation of all interested parties in the 
work of the high-performance computing center.” 187 The connec-
tion with the center’s local base was also redefined. “In order to 
meet the requirements of the federal high-performance comput-
ing center in Stuttgart,” stated Ziegler’s rector’s report succinctly, 
“RUS has created a high-performance computing department and 
a university computing center department.” 188 The national com-
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puting center had freed Stuttgart supercomputing from all its for-
mer ties, made it accessible nationwide, and distributed responsi-
bility for its operation throughout the organization.

The intricate model of cooperation between hww and the 
HLRS was built with the ideal of setting an example. The hope was 
that it would radiate to other centers as an exemplar of globally 
competitive high-performance computer operations. Certainly 
no event radiated more brightly than the state press conference 
of 30 January 1996, when government and business leaders in 
Baden-Württemberg gathered in the cramped quarters of the 
University of Stuttgart’s computing center. This group was joined 
by Erwin Teufel, the state’s minister-president, and his science 
minister, Klaus von Trotha. The first row on the podium was occu-
pied by captains of industry: Gerhard Barth, head of information 
technology corporate research at Daimler-Benz; Walter Gnauert, 
chief financial officer of Porsche; and Wilfried Steuer, chairman of 
the supervisory board of Energie-Versorgung Schwaben AG (EVS), 
who was also introduced as the head of “Communikationsnetze 
Südwest GmbH,” a company that had just been founded by the re-
gional energy suppliers.189

A few bits of news were shared for the benefit of the many me-
dia representatives, including the concept of the national comput-
ing center and the investment by Communikationsnetze Südwest 
GmbH of 42 million marks in the high-speed network.190 However, 
the focus of the press conference was the announcement of addi-
tional cross-system cooperation. With the help of hww, contracts 
were being signed with Cray for a new parallel computer and with 
Japan’s NEC for a new vector computer. After many years, the suc-
cession of Stuttgart’s Cray-2 was finally assured. This Stuttgart 
double coup was elaborately staged. “Following initial questions 
directed to the minister-president on current state and federal is-
sues by the journalists in the room, which is usual for a state press 
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conference,” noted the RUS user bulletin, “ISDN video confer-
ences to Cray Research in Minneapolis and to NEC in Tokyo were 
activated.” 191 Positioned between Teufel and the science minister, 
Heide Ziegler greeted Phil J. Samper (Cray) and Masao Toka (NEC) – 
displayed on two monitors and one projection screen – with a 
warm “Welcome to Stuttgart!”. At the end of the press conference, 
Stuttgart’s strengths and expertise were once again put on show. 
Participants were able “to watch on a stereo-projection screen a 
three- dimensional representation of an aircraft body that changed 
color according to the distribution of pressure on the surface.” 192 
The research partners involved in the project could be seen on the 
screen via the simultaneous video conferencing.193

The showcasing of the Stuttgart cooperation model for na-
tional supercomputing was by no means limited to demon-
strations of technical feasibility at a state press conference. The 
“model character” 194 of the Stuttgart cooperative venture was also 
intended to apply beyond national high-performance computing. 
On the occasion of the HLRS inauguration on 12 September 1996, 
science minister von Trotha mused aloud about the new center 
as a model for other areas of science policy. The HLRS, he said, 
struck him “as a good example of future-oriented university pol-
icy, since here the tasks of the university are privatized in a com-
mendable manner.” 195 Von Trotha also recognized the importance 
of the HLRS “having no computers of its own” and “in this respect 
being a ‘virtual computing center.’” 196 The new national super-
computing operation in Stuttgart had become a viable model for 
Baden-Württemberg policy in the 1990s: “Just like the users in the 
computer center, the student of the future will less frequently be 
encountered at the university.” 197
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Network to the rescue (1997–2005)

Essentially everyone who predicted a bright future for the HLRS 
was at the state press conference in January 1996: the minister- 
president, the rector, representatives of the auto industry, 
transmission line builders from the electricity industry, the 
long-time director of RUS, and many others. One manager each 
from NEC and Cray were beamed in from a sleeping Tokyo and 
pre-dawn Minneapolis. Nobody noticed that the federal govern-
ment was accorded no speaking time. Whether the omission 
reflected a wish to keep the protocol simple or because the na-
tional component of the HLRS had not yet been finalized is dif-
ficult to say.198

There may also have been a reluctance to overdo things. Af-
ter all, the impressive title Federal High Performance Computing 
Center had been secured, as had the purchase of new machines. 
And industry had finally been persuaded to create hww. After end-
less hours of meetings, strategy papers, presentations, telephone 
calls, reports, proposals, and interviews, Roland Rühle could be 
proud of having safeguarded high-performance computing ser-
vices in Stuttgart for the long term. The process would continue. 
Nonetheless, the combination of the HLRS and hww now opened 
up the possibility of flexible accounting in the collaborative ar-
rangement between university and industry. Moreover, the near 
simultaneous procurement of the NEC SX4 vector computer and 
the Cray-3TE system for massively parallel processing enabled 
Stuttgart to offer both conventional and experimental high- 
performance computing services. Stuttgart had really reached the 
top, even of the Top500 ranking.199
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It was no secret that the federal funds would be insufficient 
to cover several of these systems every fiscal year. It was also 
clear that the amount of computing to be done in Stuttgart was 
less than the capacity made possible by the machines. What was 
installed on behalf of the federal government in Stuttgart, and 
later in Munich and Jülich, led to unprecedented computational 
overcapacity. One could only hope that institutes in Hamburg, 
Aachen, Bochum, Hanover, Cologne, Bonn, Karlsruhe, and Kiel, 
which had all come away empty-handed, would help to utilize the 
new machines to the full. Fortunately, new collaborative research 
centers and priority programs sponsored by the DFG had been 
established in Chemnitz, Dresden, Erlangen, Karlsruhe, Munich, 
and Saarbrücken, which could also be expected to help reduce the 
overcapacity. However, doing that would require expanding exist-
ing connection capabilities.

This need proved convenient for Federal Ministry of Education 
and Research (BMBF). The recently reconfigured authority began to 
carve out a highly visible area of science policy in high-performance 
computing that could potentially also encompass something along 
the lines of a high-speed network. In any case, in the mid-1990s no 
infrastructure was easier to justify. It was simply considered timely 
to advocate “seamless connections between networks,” to promise 
the competition-neutral safeguarding of “interoperability,” 200 and 
to enthuse about the great “data highway” that would connect ev-
erything with everything else.201 It stood to reason, then, that rather 
than having to deal with the niceties of state press conference di-
plomacy and possibly getting into trouble on behalf of the federal 
government, the BMBF preferred to deal with the question of how 
nationwide access to a small number of federal high-performance 
computing centers could be secured in the near future and how the 
postal monopoly, which hampered competition, could be circum-
vented at the European level.
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The guiding principle for the work of configuration had thus 
shifted once again. The problem in supercomputing was no lon-
ger establishing centrality or locally orchestrating performance. 
What had to be relearned in Stuttgart at the end of the 1990s was 
how to deal with heterogeneous computing clusters. This now in-
volved computers of different providers, various computer archi-
tectures, and diverse networks as well as the differences between 
computing-intensive disciplines and forms of operation at the 
respective sites nationwide. The focus on heterogeneity in the 
third configuration model increased the complexity of operations 
and required a new degree of abstraction. For the willing, hetero-
geneous high-performance computing in Germany entailed con-
siderable conceptual work for individual operations and building 
interfaces to other locations.

Feasibility study for a national high-performance computing 
network

On 18 December 1995 the Society for Mathematics and Data 
Processing (GMD) made a presentation to the BMBF on estab-
lishing and operating a high-performance computing network 
in Germany.202 What emerged from the subsequent discussion 
was a recommendation to (re)study the feasibility of such a net-
work. The GMD had obviously (typically, in the eyes of the federal 
ministry) proceeded too theoretically and too generally, with lit-
tle attention to implementation. That, in any event, was Friedel 
Hoßfeld’s reading of the minutes of 3 January 1996. A few months 
later, Hoßfeld (Forschungszentrum Jülich), set to work, together 
with Peter Deufl hard and Jürgen Gottschewski (Zuse Institute 
Berlin), Heinz-Gerd Hegering (Leibniz Supercomputing Centre in 
Munich), and Roland Rühle (RUS).203 In October 1997, nearly two 
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years after the GMD’s presentation, Hoßfeld and his colleagues 
annihilated the theorists’ work with a new feasibility study.204

As a manager of a supercomputing center, Hoßfeld was used 
to speaking of scientific computing as a “strategic discipline” 
able to mediate between mathematics and data processing. Such 
statements were typically bolstered by the oft-repeated assertion 
that, in addition to theory and experiment, there was a third, 
complementary pillar of scientific research whose methodology 
was simulation, whose instrument was the supercomputer, and 
whose tool was visualization. The almost ritualistic history of 
science rationale for high-performance computing facilities in 
Germany also somewhat meanly observed that the importance 
of these centers had (meanwhile) also been recognized by the 
Science Council.205

In fact, as early as the summer of 1995 the Science Council had 
produced two separate reports in which it advocated providing 
science and research with high-performance computing capacity 
and high-speed data communication.206 Only in this way would 
Germany be able to meet the “grand challenges.” To this end, the 
performance pyramid that the DFG wished to see in the German 
computing landscape also needed a peak.207 The authors of the 
feasibility study of 1997 divided this rather broad argumentative 
framework into smaller justification steps and produced an entire 
chain of arguments that can be paraphrased as follows: (1) Peo-
ple in Germany realized that high-performance computing was 
needed, because without supercomputers (2) the country risked 
becoming a scientific backwater. (3) The German Science Council 
had also discussed the matter at length and come to the same (ob-
vious) conclusion. (4) The DFG would certainly agree. However, 
it believed that (5) computers had become routine in science. 
Therefore, the DFG (6) was not in the business of supporting 
high-performance computers. The DFG (7) did not even intend 
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to develop an Accelerated Strategic Computing Initiative like the 
one launched by the US National Science Foundation in coopera-
tion with the US Department of Defense. Unfortunately, (8) this 
omission had not (yet) been compensated by the BMBF. At least 
“the federal government” was supporting the Science Council in 
that (9) it had now finally helped to set up a high-performance 
computing center in Stuttgart (10) with close links to industry. 
Moreover, through the operating company hww, a “novel model 
for closer cooperation between science and industry in the strate-
gic field of scientific high-performance computing” was “actually 
being tested.” 208

The feasibility study thus adopted the reasoning of the Ger-
man Science Council, thereby being critical of the DFG, and kept 
the federal ministry on tap as a possible source of funding for fu-
ture high-performance scientific computing. Competence struc-
tures had been in place for a long time, and “scientific computing” 
had developed significant “crystallization points.” In view of the 
“de facto existence of high-performance computing centers in 
line with the structural and capacitive expectations of the Science 
Council, namely, the supercomputing centers in Jülich and Stutt-
gart, and in view of plans such as those of the [Leibniz Supercom-
puting Centre] in Munich and the [Zuse Institute Berlin],” there 
was now also a “need for clarification and action with regard to 
overarching strategic perspectives.” 209 The rhetoric of competi-
tion and rivalry that had evolved in the field of high-performance 
computing since the mid-1980s and had reached a zenith with 
the Top500 ranking was clearly off the table again. The federal 
government was back and would welcome being approached as 
lender of last resort.

This was a decidedly ingenious tactic. It took the federal gov-
ernment into account all the while relieving it of responsibility. 
To succeed, the ministry had only to respect the competence in 
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the field, that is, to have the right people do the work. And to pro-
vide the financing.

This idea was not original, but it was effective. At the Super-
computer ’90 conference in Mannheim, James C. Almond of the 
University of Texas System Center for High Performance Com-
puting in Austin had already framed his arguments in a simi-
lar way.210 Almond’s presentation in Mannheim focused on the 
“usual financing mechanisms” 211 of state funding agencies. “State 
planning committees” were used to “financing objects like build-
ings that last for decades or even centuries. Justification processes 
that take several years are acceptable in such cases, but not in the 
case of computer systems that are nearly 40% obsolete in one 
year!” 212 To Almond’s way of thinking, it was impossible to recon-
cile high-performance computing and the funding policy of the 
DFG, because the DFG required proof of need for every research 
and procurement proposal. At this point, he said, there had to be 
a rethink; policies had to be adjusted. For anyone seeking to cal-
culate at the limit of computability tomorrow and the day after, 
the one-time purchase of a high-performance computer was no 
longer enough. “If the university is determined to compete at 
the forefront of computer-related research,” said Almond, “it will 
need to take a new position. The mere existence of a new generation 
of machines must be enough to justify their purchase! Demand surveys 
are essentially obsolete!” 213

Such a challenge was tantamount to disempowering the re-
view boards and relegating the DFG to the role of funder. The log-
ical consequence of Almond’s bold thought experiment was that 
control over funds would then lie exclusively with the comput-
ing centers as operators of the supercomputers. Because it could 
not be assumed “that the state bureaucracy – in Germany, as in 
Texas – would quickly acquire the necessarily financial agility for 
such flexible planning,” Almond felt that “institutionalizing the 



81

computing center as a university body with a secure long-term 
budget” 214 was the only realistic option. The experienced on-site 
staff and the sophisticated supply concepts that easily integrated 
the supercomputers into their heterogeneous machine fleets and 
network architectures would minimize any danger of “tying the 
development strategy to a specific hardware and software archi-
tecture too far into the future.” 215

Half a decade later, Friedel Hoßfeld and his colleagues would 
adopt a more sensitive approach to science policy. Strategy was to 
be left to the policymakers provided the most powerful directors 
of supercomputing centers could tell the policymakers what the 
strategy should look like and, in particular, what was “feasible” 
and should be implemented.

The political situation was conducive to the feasibility study. 
In any case, the time was right for the BMBF to voluntarily adopt 
a broad, well-informed strategic view. The ministry had, after all, 
only been created in 1994 through the merger of the Federal Min-
istry for Education and Science and Federal Ministry for Research 
and Technology and was likely amenable to new areas of respon-
sibility.216

Hoßfeld and his colleagues were quick to adopt the same 
big-picture approach. Supercomputing centers should “be able 
to drive forward methodological innovations in supercomputing 
and their application in science and research through closer inter-
action with the other competence centers for scientific comput-
ing and their integration into a cooperative network.” This would 
require a “communication network via broadband links” with 
appropriate interfaces and operating concepts for their “increas-
ingly heterogeneous computer equipment.” Only then would 
“utilization and synergy effects” be possible.217 However, Hoßfeld 
and his colleagues had no doubt that the competence for run-
ning heterogeneous computer setups lay with the existing large 
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high-performance computing centers, that is, in Stuttgart, Jülich, 
Berlin, and Munich. As it was, they had all been dealing with dif-
ficult concepts for quite some time and, in the case of Stuttgart, 
even explicitly with heterogeneous computing, also known as 
metacomputing.218

All that was actually needed now was to successfully “pilot 
test” and expand “B-WiN’s [broadband wireless Internet network] 
broadband communication technology.” Accordingly, Hoßfeld and 
his team could simply have held the federal ministry to account. 
But working groups, like committees, are diplomatic and do not 
produce straightforward memos. Rather, after much deliberation, 
they combine textual building blocks in such a way as to make 
everything as opaque, exhaustive, and dull as possible. Wolfgang 
Nagel, who was in charge of editing the feasibility study, would 
have revised everything and run it by his colleagues several times 
before producing the following leaden and verbose statement: “In 
the context of implementing the recommendation of the German 
Science Council to return German supercomputing centers to the 
top of the internationally renowned performance pyramid with 
the simultaneous embedding of competence centers in a coop-
erative structure for scientific computing, consideration may be 
given to a network of supercomputer centers with the prospect 
of fruition.” 219

There you had it. Hard to understand as it was, the text at 
least showed that the authors understood the political process 
and knew very well that, unlike their American counterparts, they 
could not just show up at the ministry with extravagant promises 
and exorbitant demands. Naturally, they wanted the federal min-
istry to fund some supercomputing centers. But the authors of the 
feasibility study also brought something to the table. They had a 
grasp of their subject, as well as the ins and outs of collaboration 
throughout Germany. They also knew how scientific computing 
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was done, especially when it came to completely different sys-
tems. Without funding from the BMBF, which could quietly also 
be used to build high-performance networks, Germany (i.e., the 
German high-performance computing sector) would never find 
its way back to the front of the pack. That was exactly what the 
German Science Council, too, had feared, and in the meanwhile 
had even documented.

The work on the feasibility study, which Roland Rühle took 
part in, occupied numerous meetings over the space of nearly 
a year and a half. That was enough time for Stuttgart to review 
what the feasibility study had determined to be already existing 
scientific computing competencies, new forms of cooperation, 
and heterogeneous computing environments. The fact that at the 
HLRS even a vector computer had to be operationally connected 
to a massively parallel processor system ensured Stuttgart’s fa-
miliarity with the problems of heterogeneous high-performance 
computing. Obviously, Stuttgart had the competence required to 
deal with a high-performance computing system organized over a 
network that extended across institutional boundaries.

Metacomputing – a transatlantic experiment

Networking high-performance computing centers could be 
thought of as an access problem or, similarly to power supply, an 
issue of load sharing. However, the authors of the feasibility study 
eschewed such simple analogies. Their mantra would be “Func-
tion sharing, not load sharing.” In other words, the question was 
simultaneously one of access and the “diversity of available super-
computer architectures.” The functional differences between the 
machines should be exploited. The wide range of large software 
systems could also be incorporated into the usage modalities.
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All this went far beyond the problem of how to connect a 
dozen workstations together in such a way as to produce a SCAN – 
“supercomputer at night” – which had been a focus of study locally 
since the early 1990s. It also went far beyond the problem of con-
necting two supercomputers in the same computing center. To 
this end, the feasibility study developed a bottom-up process to 
handle a highly complex field. The study was actually comparable 
with a paper written by the US National Science Foundation and 
the Department of Defense titled “The Accelerated Strategic Com-
puting Initiative.” Because the DFG had not yet come up with a 
similar program, the study authors had to devise one of their own 
making.220

Fortunately, the first phase of that program, laid out in the 
feasibility study after a thorough reading of relevant strategy 
papers and extensive discussion, was essentially complete. It ad-
dressed the issue of actual available network capacity. Operations 
in well-developed high-performance computing centers such 
as the HLRS could be described, without exaggeration, as a local 
area metacomputer. Such centers had strong LAN connections 
and a high degree of integrated hardware and software. They also 
shared file systems. Indeed, cross-system user coordination cre-
ated a “seamless environment.” 221

The second phase of the program was more difficult. It was 
not at all trivial to employ differently designed computers to solve 
so-called distributed parallel problems. What was to be done with 
a computational task whose “inherent heterogeneity” meant that 
“none of the available architectures” could solve it efficiently? How 
was a field forced by competition into specialization to deal with 
simulation tasks that required combining different functions?

Solving the problem of heterogeneity in the local computing 
centers would then (and only then) usher in a third phase that 
would enable a “(supra)regional or national network from the 
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ensemble of geographically distributed LAN metacomputers via 
gigabit networks.” 222 Such a system was somewhat audaciously 
called a “B-WAN” or broad-bandwidth wide area network meta-
computer. It would be technically highly heterogeneous in com-
position and could probably handle heterogeneous problems. 
This prospect was especially attractive “for large engineering 
applications,” which mostly presented as anything but homoge-
neous. “German supercomputing centers could thus also become 
international leaders by implementing heterogeneous comput-
ing,” wrote Hoßfeld and his colleagues.223

Massively parallel computing became attractive in the 1990s 
because the cost structure of computing had changed dramat-
ically.224 But it wasn’t clear how massively parallel systems were 
to be operated in general. Despite some promising experimen-
tal arrangements, fundamental problems arose again and again 
as soon as a generalized operating concept had to be developed 
for hardware, algorithms, and software packages that was por-
table and efficient.225 Most problems arose from the simple fact 
that massively parallel computer systems used different solu-
tions for communicating between processors and storage units. 
There were systems in which computing memory was physically 
shared, and systems in which the memory was located close to 
the processors, i.e., widely distributed. Computerized communi-
cation could therefore not be standardized because some manu-
facturers relied on hardware, others on software.226 Furthermore, 
it was nearly impossible to transfer existing, well-tested software 
from a conventional computer architecture to a parallel architec-
ture without having to rewrite everything. Hardly any compilers 
could automatically parallelize sequential algorithms without af-
fecting program performance. The trio of expectations that pro-
gramming languages should be expressive, programs efficient, 
and applications portable could not be satisfied.
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When computer specialists cannot simply pass on such 
problems, but actually have to solve them, either they build a 
workaround for the locally available machines and their appli-
cations, or they circumvent the problem by increasing the level 
of abstraction and creating a generalized solution. In Stuttgart, 
a pragmatic combination of both strategies was pursued. First, 
the specialists drew on their experience with the message- 
passing interface (MPI), a communication technology standard 
that had been used as a general-purpose tool for communicating 
with various parallel computers. MPI allowed operators of high- 
performance computing centers to protect their customers from 
heterogeneous machine and application environments. Second, 
specialists resorted to a connection technology developed in 
Stuttgart – also tried and tested – called PACX. Both communica-
tion technologies had already been combined to establish local 
connections between different computers: “PACX-MPI (PArallel 
Computer eXtension) was developed by Thomas Beisel at RUS as 
a tool to couple an intel Paragon and a CRAY Y-MP,” read the infor-
mation for computing center users under the brief but accurate 
title PACX-MPI.227 Its relevance to a high-performance computing 
network would only be clear once it could be shown that it worked 
even at long distance. Could Germany’s problem of national WAN 
metacomputing perhaps be solved by taking a detour around the 
world instead of simply bridging local heterogeneity in Stuttgart? 
In the midst of the World Wide Web boom of the late 1990s, the 
idea seemed to suggest itself.228

Already in the run-up to the Supercomputing ’96 conference, 
an initial attempt was made to connect the brand-new Cray T3E 
in Stuttgart with a Cray T3E in Pittsburgh, and to explore their 
potential interoperability.229 A further attempt was made in June 
1997. Today, the experiment is described by those involved as 
“heroic but unsuccessful.” 230 The heroic part was constructing a 
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virtual supercomputer with 1,024 processors that used a highly 
heterogeneous connection to exchange data and coordinate appli-
cations. This connection led from the supercomputing center in 
Pittsburgh via NSF’s “very high-speed Backbone Network Service 
(vBNS)” and STAR TAP, to the CANARIE network in Canada, then 
across the Teleglobe transatlantic network to Deutsche Telekom’s 
network, and from there to Stuttgart – and back again. With the 
bold announcement that a similar connection to the Intel Paragon 
at Sandia National Laboratory in Albuquerque would soon be es-
tablished, the hardware side as well became somewhat heteroge-
neous.231 The effort proved worthwhile, however, because Sandia 
was a strong partner that could contribute a great deal of expertise 
in operating wide-area, high-speed networks and in visualization 
technologies.232

At Supercomputing ’97 in San Jose in November 1997, the 
metacomputing experts from Stuttgart, Pittsburgh, and Albu-
querque presented the very impressive results of several experi-
ments.233 More followed at Supercomputing ’98. In February 1998, 
the Stuttgart University newspaper, Unikurier, reported on three 
particularly exciting simulations that had been run successfully 
on a transatlantic network thanks to PACX-MPI.234

The first simulation calculated the impact of a comet striking 
Earth and was worthy of Hollywood (Fig. 10).235 The initial phase 
of the catastrophe was computed using a program called  URANUS 
(Upwind Relaxation Algorithm for Nonequilibrium Flows of 
Stuttgart University), developed at the university’s Institute of 
Space Systems and parallelized at the HLRS. Colleagues at Sandia 
National Laboratory were responsible for computing the conse-
quences of the comet’s impact.236

The second experiment was the “molecular dynamics simu-
lation of a crystal of 1,399,400,000 atoms and a granular gas of 
1,759,165,695 particles.” The University of Stuttgart’s Institute 
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Fig. 10: Metacomputing Armageddon, 1998: simu-

lating a comet strike.
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for Computer Applications I had prepared a Monte Carlo particle 
simulation using object-oriented design. The Unikurier described 
the effort as “world record breaking.” 237

The technology could be taken to a next level if required, 
namely, in the third experiment demonstrated at Supercomput-
ing ’98. This experiment simulated a final stage of the exhaus-
tively planned but never built European space shuttle program 
HERMES, specifically, a project that NASA had passed on to the 
European Space Agency involving the X-38 Crew Rescue Vehicle. 
At the conference, re-entry into Earth’s atmosphere after a rescue 
operation from the International Space Station was computed.238 
This experiment had everything: American, Soviet, and European 
space travel; American supercomputers; transatlantic coopera-
tion; worldwide networks; and the Baden-Württemberg style of 
programming with amenability to efficiency, standards, rocket 
technology, and materials science. Not to mention the huge Col-
laborative Research Center 259 (High Temperature Problems 
of Returning Space Transport Systems) with more than 40 sub-
projects, which the DFG had been funding at the University of 
Stuttgart since 1990. The report on Supercomputing ’98 in the Or-
lando, Florida-based HPCwire News Brief was so euphoric that the 
successful experiment was even wrongly credited with having 
demonstrated latency-free metacomputing.239

Does the university really need an HLRS?

The final embellishment in the HPCwire article was unnecessary. 
Everything that went before sounded “heroic” enough, at least to 
European readers. But the mention of latency strained credulity; 
viewed dispassionately, the big Supercomputing ’98 demonstra-
tion was even a “failure.” Although relatively large bandwidth had 
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been secured in the wee hours of European time to cover the long 
distance from Stuttgart to Pittsburgh and Sandia, the signal time 
duration repeatedly slowed the painstakingly calculated process-
ing speed. As a result, the metacomputing group could hardly ex-
pect a triumphal reception at the HLRS on its return from Flor-
ida, Pittsburgh, Albuquerque, and outer space. As was typical of 
his directorial style, Rühle held everything together. But the in-
creasing skepticism of the current University of Stuttgart rector, 
Günther Pritschow, was having its own comet-like impact on the 
HLRS, though less noisily. As an expert in open control systems 
in flexible production plants, Pritschow was well versed in mod-
ern computer use. But his specialty was not known for its affinity 
for high-performance computing.240 Rühle was expected to retire 
in 2003; thereafter, the university would be able to terminate the 
costly operation of a federally funded high-performance comput-
ing center. In the mixed success of Stuttgart metacomputing, the 
rector recognized the potential for outsourcing high- performance 
computing. And, as it happened, by the turn of the century out-
sourcing had moved to the top of everyone’s agenda.

It is common practice at universities to see to it that news of 
such plans spreads by itself. It is not confirmed by declarations 
of intent, letters, minutes, or articles in the Unikurier. At most, it 
manifests as distilled rumor, for example, in the form of an ano-
dyne announcement of an external expert review.241 These ad hoc 
bodies are characterized by their delicate balance of famil iarity, 
over-readiness to criticize, collegial support, and stubborn na-
ivety. The experts are of course given instructions, but they do 
not wish to be instrumentalized. For every committee is its own 
self-contained shark tank. Those who leave it alive wish to do so 
with their head held high and ensure they can return to their 
own university or company with no loss of face. However, mem-
bers of a review committee cannot be controlled for the simple 
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reason that in evaluating, they are primarily pursuing their own 
interests.

Which is not to say that the results of the review process are 
meaningless. It is simply that the outcome is never what a rector 
might have hoped, a director feared, or the ministry of education 
and cultural affairs expected.242 Moreover, once set in motion, a re-
view cannot be stopped, even when a new rector is more kindly 
disposed toward the victim of the evaluation. In this case, the new 
rector, Dieter Fritsch, was a survey engineer who had once written 
a thesis on the design of digital two-dimensional non-recursive 
filters.243 While this topic had nothing to do with supercomput-
ing either, it did have a lot to do with computing and modeling – 
more, in any event, than Pritschow’s communications and control 
engineering. Fritsch wanted to keep the HLRS at the university, 
as did Wolfgang Peters, the ministerial representative, who had 
been alerted by Rühle. Fritsch served as an integrating force and, 
through careful selection, was able to juggle many balls simul-
taneously. He may even already have perceived the HLRS as an 
instrument for his evaluation-based policy of excellence. In any 
case, the reviewers had to get to work, struggling through thick 
dossiers and long presentations, highlighting everything that 
made the HLRS competitive but also criticizing anything that was 
not satisfactory.

On 15 and 16 May 2000, the external review committee met 
in Stuttgart. Its composition was prominent, interdisciplinary, 
and international. The interests of its members remained suffi-
ciently removed from the subject of the review; each member of 
the committee was aware of his own importance. Rolf Jeltsch, a 
mathematician from the Swiss Federal Institute of Technology 
Zurich (ETH Zurich), chaired the committee. Friedel Hoßfeld had 
traveled in from Jülich. E. Krämer represented DaimlerChrysler 
Aerospace, and Horst Simon the National Energy Research Sci-
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entific Computing Center in Berkeley. W. Thiel was present as 
theoretical chemist and director of the Max Planck Institute in 
Mülheim an der Ruhr, and W. von der Linden from the Techni-
cal University of Graz represented theoretical, computer-aided 
physics. The minutes were entrusted to Peter Staub from ETH’s 
Computer Science Services. He was intimately aware of the diffi-
cult relationship between a high-performance computing center 
and a computing center that was slowly diffusing throughout the 
university, in other words, breaking up.244

The Jeltsch committee concentrated on the part of RUS 
that had to do with supercomputing, that is, only the HLRS. The 
committee’s report showed that even after lengthy PowerPoint 
presentations, the HLRS structures were not much easier to un-
derstand than those of hww. Both were “a complex construct, 
sometimes difficult for outsiders to understand,” but “which 
function very well in practice” 245 (Fig. 11). The HLRS was embed-
ded in a complex of organizations and was accountable to the 
management of RUS. However, RUS also managed the internal 
computing center at the University of Stuttgart (URS). It was clear 
that the university’s interests and the those of the HLRS as the na-
tional center for high-performance computing gave rise to con-
flicts. “At present, these problems are kept at bay only by virtue 
of the leadership of Prof. R. Rühle,” the committee’s report noted. 
And the structures would become “even more complex through 
the involvement of hww. The state, the universities of Stuttgart, 
Heidelberg, and Karlsruhe each hold an eighth of the shares in 
the company. Industrial participation is as follows: Debis (20%), 
Debis SFR (20%), and Porsche (10%).” 246 Potential gains in syn-
ergy would result in uncertainties in the allocation of staff, which 
again would have to be dealt with by Rühle.

The warning was clear but not particularly grave. External 
criticism of local complexity is always easier to bear than a lack of 
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opportunities for local cooperation. At least the review opened up 
the possibility of intervention by the university administration.

Much graver were the experts’ verdicts regarding science. For 
example, they were surprised by the high proportion of comput-
ing time spent on projects devoted to CFD (41 percent), whereas 
physics accounted for 26 percent and chemistry for 16 percent. 
There was little demand from electrical engineering, climate re-
search, and biology. The reviewers had no objection to CFD, but 
somehow the HLRS had to increase its attractiveness for other 
fields and methods as well. That was the main message of the 
reviewers’ report. It was difficult to say what the post-Rühle era 
would bring, and they did not wish to hazard any guesses. But be-
cause the HLRS needed to widen its appeal to other disciplines, it 

hww - RUS - HLRS Organization 

Evaluation des HLRS am 15./16. Mai 2000 R U S 

Fig. 11: hww, HLRS, and RUS, 2000: a complex organization that func-

tions amazingly well.
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was incumbent upon the reviewers to make specific recommen-
dations. All of them had a special affinity for high-performance 
computing; together, they came up with a clever proposal based 
on two mechanisms of integration.

First, scientific computing should be promoted as a course 
of study. With better educated young scientists, the demand for 
HLRS services would become more differentiated in disciplinary 
terms. This was certainly a concern of the committee chairman, 
who was currently attempting to establish such a course of study 
at ETH at the interface of computer science, applied mathematics, 
physics, and theoretical chemistry so that the supercomputing 
center in Ticino might be able to work on more scientifically in-
teresting projects. However, the recommendation was little more 
than a rallying cry for a course of study at the university that was 
unpopular, though no one knew why. The committee was quick to 
assert that the quality of teaching was not the problem.

Second, there had to be more interaction between the proj-
ects at the HLRS and research at the university. “The reviewers 
generally recommend stronger integration of research and devel-
opment at the HLRS into the scientific setting of the university. 
Consequently, they particularly welcome the intention of the Uni-
versity of Stuttgart to establish a center for simulation technology 
that can collaborate interactively with the HLRS, with several pro-
fessorships and an internal funding scheme.” 247

Both recommendations shifted the problem to the univer-
sity, appealed to its sense of pride, and reassured the university 
administration that they were actually doing the right thing. The 
overall review of the HLRS was positive; the requirements of the 
Science Council had been successfully implemented; the work of 
the steering committee was also positively reviewed; and the us-
ers were satisfied. In addition, the establishment of the HLRS had 
advanced the development of scientific computing in Germany. 
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All that remained was to create a slightly simpler organizational 
structure and to ensure (this bit was for the benefit of BMBF read-
ers) that the state would guarantee the stability of this German 
high-performance computing center. “The tasks of the HLRS can-
not be taken up by a commercial organization but must be carried 
out by the public sector. As the mandate applies to all of Germany, 
the main responsibility should lie with the state and not with a 
single university.” 248

Some readers may well have caught their breath at that final 
sentence of the report. No sooner had they grasped that outsourc-
ing was being discouraged than the report took the next crucial 
step. A “mandate that applies to all of Germany” would logically 
have implied transferring the main responsibility for the HLRS 
to the federal government. However, the report ended with the 
proposition that the HLRS be more closely linked to the scien-
tific research at the university and to the budgetary resources of 
Baden-Württemberg. Tossing in surprising recommendations is 
part of the art of reviewing.

Grid computing extends a lifeline

On sober reflection, high-performance computing in Stuttgart 
was in an awkward position. The further development of the 
HLRS appeared to be assured by any of three options: The un-
even road to a network of German supercomputing centers had 
not been bypassed by global metacomputing. Experiments had 
confirmed that. In addition, the reviewers had strongly advised 
against organizational or budgetary outsourcing. Finally, the 
recommendation to link university research more closely with 
the HLRS was unrealistic in view of the very modest demand for 
courses in scientific computing, and thus was vetoed by users.249 
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At the same time, despite all the planning, high-performance 
computing in Stuttgart had been given back to the state to organ-
ize. Which would mean dealing with Karlsruhe.

This had already been the case in the early 1980s, during the 
lengthy and cumbersome process of procuring the Cray-1. At the 
time, the issues were how to keep the lines of demarcation clear 
and how to supplement federal funds for a supercomputer in such 
a way that each university could purchase a vector computer. Two 
decades later, it had again become necessary to cooperate with the 
competition – this time, however, not for purposes of drawing 
lines but with the incomparably more demanding goal of inter-
connecting.

It was certainly worth a try, especially considering that con-
ditions could hardly be worse than before. The Science Council 
strongly supported the effort and was keen to coordinate.250 The 
BMBF was working to promote a nationwide high-speed network. 
And UNICORE now provided a uniform interface for computing 
resources that would enable seamless computing even in Europe. 
It should also be possible to network university computers, one of 
which would be located in Karlsruhe, and the other in Stuttgart.

Baden-Württemberg approached the Science Council with a 
new proposal for establishing a high-performance computing fa-
cility in Karlsruhe and Stuttgart – and was promptly dismissed. 
In a statement on the proposal issued in May 2002, the council 
made a few remarks about its own coordinating role and compe-
tence before delving meticulously into all aspects of the proposal: 
planned areas of application, intended computers, participating 
institutions, potential users, project management, location, costs, 
and time planning. Everything was listed in detail. Following over 
twenty pages of conscientiously regurgitated proposal-ese, the 
conclusion came as a shock: the council doubted whether a linked 
computer system would enable Stuttgart and Karlsruhe to achieve 
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the stated goals. “With computing capacity distributed between 
two locations, processing particularly demanding applications … is 
only possible to a limited extent.” Despite the interesting and de-
sirable prospects for “heterogeneous grid computing,” a network 
of high-performance computers was still far from being a means 
of providing the highest computing capacity. “It remains essential 
for users to be able to take advantage of preprocessing, process-
ing, and postprocessing at one location.” The Science Council was 
even less inclined to link two different computer architectures in 
Baden-Württemberg. This was something that could perhaps be 
realized at the national level, but not in one state. In any case, at 
the moment maximum computing power could only be provided 
according to the “one-location principle.” Certainly, the connection 
between the two subsystems in Karlsruhe and Stuttgart was an ad-
equate technical prerequisite for a distributed file and batch sys-
tem, but “high latency in networks remains unavoidable.” 251

The qualified success of the metacomputing experiments 
between Stuttgart, Pittsburgh, and Albuquerque at the end of the 
1990s still limited the scope for action, even for the short connec-
tion between the two top computers in Baden-Württemberg. The 
reference to the high latency times was unmistakable for insiders. 
But the Science Council cleverly combined it with a recent and 
powerful semantic shift: “metacomputing” now exclusively de-
noted connecting computers specifically to expand total comput-
ing capacity.252 The much broader term “grid computing,” on the 
other hand, was used to describe all forms of distributed comput-
ing; it did not necessarily have to be high-performance comput-
ing. For the Science Council, too, generally speaking a computer 
network offered the possibility of differentiating computing 
centers according to function, in other words, dividing the labor.

The rejection of the proposal nullified much of the prepara-
tory work, but it also had advantages. First, it made clear to the 
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Baden-Württemberg ministry in charge that the Southern Ger-
man high-performance computing environment could not be 
shaped by forcing connections. Second, it relieved the universities 
concerned of the burden of an often unprofitable collaboration. 
And third, the Science Council again shifted the high- performance 
computing problem to the federal level in a way that might at least 
be attractive for Stuttgart. The HLRS had already been a national 
high-performance computing center for several years. The accel-
erated further development of the D-GRID project, which was in-
tended to secure access to the computing capacity needed some-
where in Germany for the whole of Germany, made it possible for 
a center like the HLRS to specialize. That might mean redoubling 
its efforts in CFD, which was of interest to industry. Or perhaps it 
might expand virtual reality, which had already been tested with 
Sandia,253 into a specialty area with a focus on innovative grid de-
velopment for engineering applications.254

The questions were not easy to answer and would require ad-
ditional conceptual effort. There was nothing wrong with the Ger-
man science policymakers’ enthusiastic embrace of grid comput-
ing. But the Science Council’s rejection of the Baden-Württemberg 
proposal made it clear that the situation could careen out of control. 
If any user was able to access any computer anywhere in Germany, 
centers would lose their visibility, even high-performance comput-
ing centers. The high-performance computing community ran the 
risk of being marginalized by the top of the pyramid to which it had 
long aspired, and of making nothing more than an indifferent con-
tribution to Germany’s computing achievements.

A few basic points now needed to be documented. This could 
be done, for example, by means of inSiDE, a journal founded in 
2003. Friedel Hoßfeld temporized in the first issue but compen-
sated by being decidedly outspoken in the second. Forget feasibil-
ity studies, committee work, and external reviews; instead, focus 
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on making the most of available concepts in the field of super-
computing. Which essentially meant taking all the criticism the 
Science Council had lobbed at supercomputing and turning it to 
the advantage of the high-performance computing community.255

Hoßfeld reminded readers of what the council had been 
saying on this matter since 1995. He reiterated that the pyra-
mid needed a top, with several national centers providing su-
percomputing capacity.256 Access would have to be secured via 
efficient data networks, and the centers within the network 
would be responsible for developing and disseminating meth-
ods, instruments, applications, and training.257 This might re-
quire a Germany- wide “load-balancing model.” However, what 
was needed most of all was an uninterrupted spiral of innova-
tion, with adequate phase shifts, by which the three designated 
supercomputing centers in Stuttgart, Jülich, and Munich could 
provide the German science and technology community with 
unparalleled computing capacity.258

In budgetary terms, the concept of the innovation spiral was 
primarily an investment spiral. It was intended to ensure interna-
tional competitiveness and to keep the middle and lower perfor-
mance segments of the pyramid at a safe distance from the honey-
pots of science policymakers, while at the same time delivering 
on the promise of fast, location-independent access to data and IT 
resources available worldwide. There was no objection to the mas-
sive investment in nationwide grid computing, as announced 
under the leadership of the Helmholtz Association with support 
from the federal ministry.259 Nonetheless, at the same time, it was 
necessary to ensure that at least the top of the German computer 
pyramid was adequately maintained. This way, there would be 
no need to directly couple top computers; the federal computer 
centers would be able to specialize independently and expand 
their competencies to provide complementary services.
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Users at work (2006–2016)

When Rector Dieter Fritsch presented his last report on the state 
of the university in 2006, he and the HLRS could look back on an 
eventful time. As soon as he took office, Fritsch had been commis-
sioned to “organize 45 million euros to procure a new generation 
of high-performance computers.” At the same time, he heard ru-
mors that “the Stuttgart location could no longer be maintained, 
and that the sizable competition in the Baden area had already 
set course to build the new computer in Karlsruhe.” For Fritsch, it 
seemed the battle was “actually already lost.” 260

Retiring rectors are afforded the courtesy of publicly recalling 
the highlights of their tenure. If it serves the cause and does not 
risk damaging their own reputation afterwards, they may even 
reveal various and sundry details from the kitchen cabinet of 
university politics. Thus did a visibly relieved Fritsch describe his 
inaugural meeting with then minister-president Erwin Teufel. 
To Fritsch’s surprise, Teufel made clear that the state might still 
be willing to finance a new supercomputer in Stuttgart “if a suit-
able, cross-university computer network concept were forth-
coming.” However, Fritsch was also informed that the difference 
between a normal and a cutting-edge high-performance com-
puting center amounted to 30 million euros. Moreover, this dif-
ference could, as it turned out, only be eliminated with the help 
of a high- performance computing competence center in Baden- 
Württemberg and with “considerable political skill and tactics.” 
In the end, the University of Stuttgart did receive a top high- 
performance computer, and Karlsruhe had to make do with stand-
ard equipment. Stuttgart’s new computer could even be visited in 
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a building constructed especially for the HLRS, Fritsch noted with 
satisfaction. “The University of Stuttgart has not only retained 
an excellent infrastructure for research and development, but we 
have also been able to further enhance our excellent reputation 
worldwide in the course of expanding the three German high- 
performance computing centers!” 261

Taking it easy

The new buildings at Nobelstrasse 19 on the Vaihingen campus 
gave computing at the limit of computability in Stuttgart a stable 
university address.262 Now the HLRS, which had bounced between 
commercial enterprises and the subdivision of the computing 
center since its founding, was organizationally embedded in 
the university as a “key facility” 263 (Fig. 12). However, computing 
centers are not permanently cast in concrete and then left to their 
fate. In planning, the architects in charge of the university build-
ing authority had to take into account the far-reaching changes 
that had occurred in the architecture of high-performance com-
puters in the 2000s. The new machines that would reside in the 
HLRS had different space requirements and, in particular, an ap-
petite for energy that far exceeded that of their predecessors.

Previously, it was safe to assume that, with increasing per-
formance, space and energy requirements remained more or 
less constant. But at the turn of the millennium, manufacturers 
of high-performance computers decided to use standard compo-
nents with air cooling for cost reasons. This did indeed reduce 
the energy demands of individual components. However, since a 
larger number of them were used over the entire system, process-
ing power and energy consumption increased in lockstep. This 
principle had been demonstrated by the projects of the American 
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Accelerated Strategic Computing Initiative as well as by the Japa-
nese Earth Simulator project.264

At the new HLRS building’s “topping out” ceremony, Klaus 
Schmiedeck, head of the university’s building office, explained 
that the outer construction invited visitors to “take it easy.” But 
what comes across as “easy” is typically quite challenging. Apart 
from the structural design, ventilation and cooling were a “major 
project” when the “computer house” was built. The electrical de-
sign also has to be done differently when the building’s occupants 
“draw a lot of electricity,” the Unikurier quoted Schmiedeck as say-
ing.265 But advances in computer architecture ruin even the most 
careful planning. The computing power of supercomputers con-
tinued to increase, each new generation of machines in turn driv-
ing up demand for electrical energy for operation and cooling.266 
For Stuttgart to remain in the rat race at the limit of computability, 

Fig. 12: Demonstrable transparency, 2003: simulating a “key facility.”
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ever greater investments in energy technology and concrete had 
to be made. In 2010, a special building was commissioned from 
the university building office to meet the energy requirements 
of the anticipated supercomputers. The infrastructure building 
located right next to the HLRS main building was equipped with 
an ingenious cooling system: “A total of eight transformers ensure 
uninterrupted power supply and cooling. The cooling water itself 
is fed into the building via a separate service floor and distributed 
by means of a highly efficient cooling network. Conversely, the ex-
haust air from the computers is used to supply the building with 
heat.” 267

The transformers and pumps of the new infrastructure build-
ing were no trivial matter to be discussed only with the build-
ing office and dealt with only by the HLRS technical personnel. 
Rather, the new materiality of the supercomputers and the asso-
ciated infrastructure was integrated into the aesthetic concept 
that determined the architecture of the new HLRS buildings 
from the very beginning. The guiding principle of this concept 
consisted in staging the compatibility of heterogeneous forms 
and well-placed colors.268 Together with artist Harald F. Müller, 
the building office developed its own color concept for the exte-
rior design of the infrastructure building.269 “Especially on sunny 
days,” states a flyer from the university building office, “a glitter-
ing play of colors ensues between the iridescent gold ventilation 
slats and the grass-green, smooth concrete surfaces.” 270 Here, the 
idea was to create an impression of lightness. The same applied to 
the design of the latest HLRS building. Inaugurated in 2017, the 
new training center building echoed the “filigree construction” 271 
of the research building but as a “variation of the original.” 272 
The surfaces of the classroom in the inner building – known as 
the Rühle Saal – were “monochrome white throughout,” while 
a “blue-tinted ‘glass band’” was intended to lessen the intensity 
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of the light coming from outside. The idea was to create a “quiet, 
open ‘conceptual space,’” making the outside world “only dimly 
visible” and thus allowing “no distraction.” 273 As a contrast to the 
“quiet atmosphere” inside, “randomly” 274 arranged cubes were 
positioned about the atrium. Here, too, the architects intended a 
play on references: “Randomness, which must be calculated and 
yet eludes calculation, which technology should protect us from 
and yet which arises out of technology – both converge in the con-
nection between atrium and high-performance computer.” 275

The design principle applied all the way down to the base-
ment of the computer rooms and even to the computer housings 
(Fig. 13). Their casings were decorated with graphics from HLRS 
simulation applications. Virtual flow patterns and automobiles 
covered the long black fronts of the computer clusters. What 
looked to be simple metal cabinets from Cray, NEC, and HPE in 
the windowless, air-conditioned machine rooms were actually so-
phisticated computer systems, which the HLRS decorated in strict 
alliteration with the names of endangered species – from “Her-

Fig. 13: Unpacking, 2020: hard at work installing the HAWK.
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mit” (Cray XE-6, 2010) to “Hornet” (Cray XC 40, 2014) to “Hazel 
Hen” (Cray XC 40, 2015), and “Hawk” (HPE Apollo, 2020).276

The architecture and design of the new buildings constituted 
an act of self-assertion. The staging of the computers and the art 
and architecture reflected the desire to create an overall appear-
ance, a uniform corporate design for the HLRS.277 The new build-
ings were intended to embody and radiate the core identity of the 
center. They formed the symbolic capital that could be used profit-
ably to operate high-performance computing in Stuttgart.

With Gauss to Europe

The new HLRS building, fêted by outgoing rector Dieter Fritsch in 
2006, would hardly have become a long-term reliable operator of 
high-performance computing in Stuttgart, Baden-Württemberg, 
and Germany if the new location on the Vaihingen campus had 
not at the same time been transformed into the hub of a new sci-
ence policy program. Despite his satisfaction with the rescue of 
the high-performance computing location, even Fritsch was not 
sure how all this activity was going to continue. The only thing he 
thought certain was that it would be quite expensive. “Rumor has 
it that the next generation of high-performance computers will 
cost 200 million euros,” said Fritsch. “No federal state will be able 
to shoulder this [burden],” he predicted: “It would have to become 
a European project.” 278

Surprisingly, Fritsch betrayed little concern about this even-
tuality. First, it was the problem of his successor, Wolfram Res-
sel; and, second, the prospects for successful strategizing were 
much better than in 2000. Indeed, the new rectorate introduced 
far-reaching structural reforms in an (ultimately vain) attempt 
to position Stuttgart as a university of excellence.279 Third-party 
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funding saw record-breaking rates of growth, an entrepreneur-
ially oriented administration was installed, budgetary freedom 
was increased, and international ambition was evident.280 The 
university’s own self-profile described characteristics that set it 
apart “from other technically oriented universities in Germany” 
and made it “more competitive internationally.” 281 As a “research 
university with an engineering and natural science orientation,” 
Stuttgart now focused on cross-disciplinary topics such as simu-
lation, which had science policy appeal, brought together many 
disciplines and university start-ups, and also were attractive to in-
dustry.282 So-called Bologna-compliant teaching – an educational 
standard that applied across the EU – could also be “virtualized,” 
that is, moved into digital space, with good justification.

The HLRS was a perfect building block for the structural re-
alignment of the university. As one of the federal government’s 
three high-performance computing centers, with close ties to 
industry and long-standing connections to the United States and 
Japan, the HLRS in Stuttgart now took on the role of an infrastruc-
tural beacon.283 It shone all the brighter because the HLRS also be-
came one of the new revolving doors for the university for Euro-
pean-funded projects and for highly visible projects financed by 
third parties. Unlike German priorities, the European initiatives 
of the 2000s used grid computing to provide the highest comput-
ing capacity.284 Calculating at the limit of computability had be-
come an essential component of applications-oriented European 
science policy. However, the focus of European initiatives was no 
longer on establishing a European supercomputer industry, as in 
the 1990s. Here, too, interest in high-performance computing had 
shifted from hardware to the field of application. The new funding 
schemes emphasized computer-based science and simulation.285

Shifting the national innovation spiral in high-performance 
computing to the European level was impossible without incur-
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ring political fallout. The cooperative model of the three German 
high-performance computing centers based on a network of spe-
cialized centers was too heterogeneous for negotiations at the 
European level. According to the ministry’s instructions, German 
supercomputing in Europe should speak with one voice. What 
was required was a form of cooperation that ensured consensus 
among the centers and could credibly represent them to the out-
side world in European-level negotiations. The number of strategy 
papers, memoranda, workshops, and meetings increased again. 
Between Jülich, Munich, and Stuttgart, the difficult question of 
how to achieve specialization of German high- performance com-
puting operations while keeping pace with European competi-
tion had to be resolved.

The problem was now one of several years’ standing, and the 
concepts had been reworked again and again through updated 
sets of slides and reports. August 2005 saw the publication of a 
study, commissioned by the BMBF, on petaflop computing in 
Germany within the context of the European Research Area.286 In 
summer 2006, the Reuter Commission worked on arguments for 
establishing a strategic alliance and on creating a Gauss Centre 
for Supercomputing (GCS), which occurred in April 2007.287 At 
the same time, a memorandum of understanding for a Partner-
ship for Advanced Computing in Europe (PRACE) was signed in 
Brussels. In July 2008, another memorandum of understanding 
was signed to establish the Gauss Alliance, followed in September 
by an administrative agreement on the GCS between the BMBF, 
Baden-Württemberg, Bavaria, and North Rhine-Westphalia.

The new European politics of consensus reduced the compe-
tition between the three federal high-performance computing 
centers. The fact that the pyramid that had been invoked for de-
cades had become a tool for taming domestic German competition 
is evident from widely circulated statements contained in the strat-
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egy papers of the German Science Council. The papers were also ap-
provingly quoted in the Gauss Centre’s PowerPoint presentations 
and strongly echoed its own arguments. For example, according to 
a statement of the GCS chairman in a 2011 strategy paper, what was 
needed was more high-performance computing competence net-
works and a waiver of demand-fueled control of high- performance 
computing use through fees. Essentially everything had to be co-
ordinated – cooperation with Europe within the framework of 
PRACE, procurement planning, infrastructure, user access and sup-
port, and even development activities.288

Safeguarding competition, cooperation, alliances, and mu-
tual assistance clauses drove the tier 0 level of the pyramid in the 
second half of the 2000s toward an era of petaflops. The German 
high-performance computing business flourished in the new 
configuration and, in fact, ran like clockwork, whereas “comput-
ing power, as usual, [was] still best in the USA.” 289

Virtual users, and users in virtual reality

Being embedded in the university and participating in European 
initiatives had once again created stable conditions for the local 
operation of high-performance computing in Stuttgart. Regional 
and European research programs brought a constant stream 
of new projects and new users to the HLRS.290 Traditional user 
groups, such as the automotive industry, were easily integrated 
into the new structures.291  The hww GmbH, founded in 1995, once 
again emerged a model case worthy of imitation for cooperation 
between data centers, science, and industry.292 Even the process 
of procuring world-top-class computers lost its terror.293 Manu-
facturers came to realize that for them, too, the emphasis was on 
performance and cooperation, not old-boy networks.294
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Under these conditions, Stuttgart’s specialization in high- 
performance computing could be marketed as a unique feature of 
the location.295 The HLRS annual report, which was designed more 
like an exhibition catalog than the activity report of a computing 
center, began to bring users and their projects into the limelight. 
The projects were rendered in generally understandable digest 
form, and awards and publications were listed. Glossy photo-
graphs showed users as attentive listeners in introductory courses 
on parallel programming, CFD, and visualized simulation.296 Al-
ternatively, they were shown seated in cars wearing 3D glasses 
and driving through simulated streets. Stuttgart’s expertise was 
particularly well represented by users who immersed themselves 
in the virtual aspects of their simulation in the CAVE.297 The CAVE 
was a walk-in room made of acrylic and glass for 3D projections 
and virtual reality simulations. It impressively symbolized the 
continuity of Stuttgart’s efforts in cooperative working environ-
ments for visualizing simulations since the 1980s.298 In the CAVE, 
users could move through the virtual reality of their simulations 
and manipulate different variants of their models (Fig. 14). Ob-
served from the outside, you might be forgiven for thinking that 
it wasn’t necessary to sit at the HLRS computer to experiment 
with the models.299 In images of the CAVE, the supercomputers 
are just as invisible as the work done by the staff at the HLRS, who 
programmed the algorithms and software for the CAVE’s applica-
tions.300

The new plan for including heterogeneous user communi-
ties at the HLRS required an operating model that could differen-
tiate users and provide them with the resources they needed.301 
Developing a Porsche auto prototype or calculating the energy 
output of a power plant ultimately demanded more and differ-
ently structured capacity than the test run of a programmed al-
gorithm or simulation of a hip operation. The HLRS “operating 
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system,” which was used to set up and manage access to computer 
resources and services, had to be reconfigured. But doing that 
would require breaking old habits of thinking about how to op-
erate high-performance computing. If the aim was to cover the 
entire gamut of user projects and also calculate smaller jobs, then 
the question arose whether increasing overall utilization of peak 
capacity was still a sensible target. Or whether it still made eco-
nomic sense to reserve a node or processor core exclusively for 
a single application.302 Was it really necessary to spring the full 
complexity of high-performance computing on occasional users 
who may once have attended a training session at the HLRS? Or 
would it perhaps suffice to have a web platform that could take 
over job management of non-computation-intensive applica-
tions? If required, such a system could even enable virtual access 

Fig. 14: The view from within: users in the CAVE of the HLRS.
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to the computers and visualization programs at the HLRS from 
anywhere in the world.303

The basis of the new HLRS operating model was individually 
tailored packages of computing capacity, methods, software, and 
consulting services spelled out in service-level agreements.304 A 
service-level agreement covered the entire course of a user proj-
ect at the HLRS, from development to execution and completion. 
The agreement included the required hardware and software 
resources, the availability of services, business processing, data 
management requirements, and contractual terms and condi-
tions.305 With the introduction of service-level agreements, the use 
of high-performance computing resources became mainstream. 
No longer did one have to justify the need for supercomputers 
and simulation environments in detail on the basis of specialized 
scientific requirements. The HLRS had established a new business 
model in which high-performance computing had become a gen-
erally available commodity whose specifications could be individ-
ually negotiated and flexibly adapted at any time.

Limits to growth

In an article published in 2016, HLRS director Michael Resch re-
flected on current perspectives in high-performance computing.306 
He saw the field facing fundamental changes and attempted to 
sketch the developments of the coming years. The prognosis was 
clear: as stable as the specialization in high-performance comput-
ing achieved by the university, the GCS, and the connections to 
Stuttgart’s industries might be, hardware performance was ap-
proaching its limits. If you wanted to be pessimistic, you even had 
to anticipate the end of Moore’s law – the observation (axiomatic 
since the 1960s) that computing power will double every two years.
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This slowdown had not happened overnight, but it had be-
come evident only over the course of the last few years. In his arti-
cle, Resch was forced to add a little history to his forward- looking 
perspective. The fact that processor clock frequencies would not 
increase indefinitely over time had long been anticipated.307 Par-
allel computer architectures had made it possible to ease the im-
pending bottleneck for many years. However, an analysis of the 
Top500 ranking showed that the slowest computer systems on 
the list had been left behind since 2009/10 and could no longer 
keep pace. The latest figures even showed that now the entire field 
would have to consider a flatter growth curve.308

How should global computing deal with the coming limits to 
growth? According to Resch, there were two different paths to fol-
low to make any significant progress: the “thin core” concept, and 
the “fat core” concept.309 The thin core concept focused on hard-
ware developers placing as many simple processors as possible 
on a chip in the tradition of parallel computing. This solution did 
not require high clock frequencies, and mass production was not 
even particularly demanding. In principle, the thin core concept 
would make it possible to increase clock frequencies even further 
and to integrate even more processor cores to build a faster super-
computer. However, as Resch observed, manufacturers were ac-
tually pursuing a different path. They were applying the thin core 
concept to standard simulations, and thus were abandoning the 
high-performance computing market.310

The fat core concept followed a classical approach to high- 
performance computing architecture. Speed was achieved 
through increased architectural complexity. The individual pro-
cessor cores were given additional functions, which transformed 
each “core” into a “highly tuned architecture with a number of 
sophisticated features.” These highly tuned processor cores conse-
quently had to be programmed in an appropriately sophisticated 
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way. Manufacturers who used vector computer architectures for 
this purpose had to reckon with especially high prices. The fat core 
concept thus meant additional costs for the operators of high- 
performance computing centers, both for the processors and the 
programs.311

No matter how you looked at it, it was clear that it was becom-
ing more difficult to continue to grow computing power at the 
same rate.312 The slowdown in the growth of hardware features was 
no temporary phenomenon but a reversal of trend. For operators 
of high-performance computing centers, this development once 
again raised fundamental questions. Under such circumstances, 
three strategic options presented themselves: First, energy costs 
had risen so sharply in previous years that an improved energy 
balance might be achieved through use of alternative cooling sys-
tems and by less expensive generation and more efficient recycling 
of waste heat. This would result in significantly lower operating 
costs and would indirectly benefit the overall scope for investment. 
Second, high-performance computing directors would have to use 
their existing systems to develop next-generation systems and, 
together with suppliers, use previous models to simulate future 
capacity. Third, high-performance computing system users had to 
become more directly acquainted with the architectural require-
ments of their programs. Users therefore had to be brought back to 
the machine and involved in the programming.

These three strategic options had the advantage that they were 
not mutually exclusive. However, they also had the disadvantage 
that a high-performance computing center desiring to continue 
to compute at the limit of computability had little choice but to 
develop basic concepts simultaneously on three different fronts, 
and therefore to seek yet another new configuration.
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A history of reconfiguration

The history of supercomputing in Stuttgart has yet to reach its 
end and will continue to produce surprises in the future. Our 
study in the history of technology has shown how the develop-
ment of supercomputing was punctuated by interruptions, crises, 
and new starts in local operations. The interaction between uni-
versity and industry, between federal and state governments, and 
between machines and users gave rise to a game whose rules had 
to be constantly adapted. Again and again, new connections were 
made and further boundaries delimited. Not infrequently, what 
had been painstakingly configured became obsolete again after 
only a few years and had to be reconfigured for technical, opera-
tional, scientific, or political reasons.

When, at the end of the 1970s, it was assumed that computing 
centers were a thing of the past, a reconfiguration based on the 
somewhat outmoded first vector computer from Seymour Cray 
was successful. After lengthy negotiations, it was purchased to re-
place the old mainframe machine, though, in fact, it never really 
could.

The most important elements of a new Stuttgart supercom-
puting culture became apparent in the mid-1980s. This time, a 
brand-new machine was installed. It was completely unclear how 
it was to be operated and who would be able to exploit its capacity. 
Both issues had to be resolved in the following years under the 
watchful eye of a critical public.

In the long run, there was no stopping computing at the limit 
of computability in Stuttgart. Consequently, toward the end of 
the 1990s, reliance grew on a heterogeneous machine fleet and a 
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diverse supercomputing network to secure the exclusivity of the 
hub’s offerings. In conjunction with the national supercomput-
ing centers, the HLRS gained a number of strategic advantages. 
It was one of the computing centers on whose expertise federal 
science policymakers relied. Stuttgart was able to expand its spe-
cialization in the field of CFD, attract European projects, and con-
sequently become an advertisement for its own university.

Throughout the course of its history, the HLRS has become 
increasingly visible. Interactive simulation techniques, in-depth 
user training, transparent architecture, professional marketing, 
and standardized user contracts also helped to operationally sta-
bilize the center in the 2000s. However, this success did not make 
supercomputing a foregone conclusion. Rising energy costs, the 
current growth slowdown in processor performance, and new 
computer architectures ensure that work will continue in Stutt-
gart on new configurations for high-end computing at the limit 
of computability.
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amazingly well.
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collection).

 103 Fig. 12: Demonstrable transparency, 2003: simulating a “key facility.”
  Source: HLRS (Uwe Wössner, Resch Archive).
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